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(Jules Verne, 1864)





ABSTRACT

The development of material models dedicated to the description of
polymer behavior has long been and remains a subject of interest, as
their use grows in many realms of application. Their microstructural
features are responsible for challenges that must be addressed for accu-
rate constitutive modeling, including thermomechanical coupling, large
strain phenomena, viscosity effects and particular degradation behav-
ior, among others.
This thesis aims to tackle this problem within the framework of vari-
ationally-formulated constitutive modeling of dissipative phenomena.
This type of energy-based approach allows for an efficient treatment of
multiphysics coupling, while accounting for dissipation in a thermody-
namically sound manner.
Formulations for a wide range of thermo-viscoelasticity phenomena in
finite strains are presented, with an emphasis on the coupling mecha-
nisms and on the chosen parametrization of all dissipation sources.
Similar variational approaches can be extended to the problem of de-
grading material properties, an essentially dissipative issue. With the
microstructural features of polymers in mind, a formulation for a class
of coupled thermo-viscoelastic damage is then proposed. The model
hinges on hypotheses relating all physical phenomena to the same dam-
aging function, leading to a naturally separable structure between an
equivalent undamaged state where thermo-viscoelasticity is solved and
a damage evolution problem.
Although capable of encompassing various aspects of polymer-like ma-
terial behavior, the proposed models remain subject to the limitations
of local damage modeling, namely, spurious localization. The recent
Thick Level Set approach to nonlocal damage, providing an efficient
level-set based bridge between damage and fracture, is explored as a
way to circumvent this issue.

Keywords: Variational constitutive model. Polymer-like material be-
havior. Thermo-viscoelasticity. Viscoelastic damage. Nonlocal dam-
age. Thick Level Set.





RESUMO

O desenvolvimento de modelos materiais dedicados ao comportamento
dos poĺımeros tem sido um tema de interesse há décadas, na medida
em que cresce seu uso em diversos ramos de aplicação. Aspectos da mi-
croestrutura dos poĺımeros são responsáveis por desafios que devem ser
abordados para uma modelisação constitutiva eficaz, incluindo acopla-
mento termomecânico, fenômenos de grandes deformações, efeitos vis-
cosos e comportamento de degradação particular, entre outros.
Nesta tese, propõe-se atacar este problema dentro do contexto dos mod-
elos constitutivos variacionais para problemas dissipativos. Este tipo
de abordagem energética permite um tratamento eficiente de acopla-
mentos multi-f́ısicas, onde a dissipação é computada de maneira ter-
modinamicamente coerente.
Formulações para diversos fenômenos de termo-viscoelasticidade em
grandes deformações são apresentadas. Os mecanismos de acoplamento
e a parametrização escolhida para as fontes de dissipação são discutidos
em detalhes.
Abordagens variacionais similares podem ser estendidas ao problema
de degradação das propriedades materiais, em sua essência dissipativo.
Levando em conta as particularidades microestruturais dos poĺımeros,
uma formulação para uma classe de dano termo-viscoelástico acoplado
é proposta. O modelo depende de hipóteses relacionando todos os
fenômenos f́ısicos à mesma função de danificação, o que leva a uma es-
trutura naturalmente separável entre um estado não-danificado equiva-
lente para o qual se resolve o problema de termo-viscoelascidade, e um
problema de evolução de dano.
Embora capazes de descrever diversos aspectos do comportamento dos
poĺımeros, os modelos propostos permanecem sujeitos às limitações da
descrição local de dano, em especial a localização espúria. O método
recente Thick Level Set, baseado em funções de ńıvel e oferecendo uma
transição natural entre os modelos de dano e de fratura, é explorado
como forma de contornar estas limitações.

Palavras-chave: Modelos constitutivos variacionais. Comportamento
dos poĺımeros. Termo-viscoelasticidade. Dano viscoelástico. Dano não-
local. Thick Level Set.





RÉSUMÉ

Le developpement de modèles matériau dédiés au comportement des
polymères reste depuis longtemps un sujet d’intérêt, avec leur em-
ploi croissant dans divers domaines d’application. Des aspects mi-
crostructuraux donnent origine à des défis qui doivent être relevés
pour une modélisation constitutive éfficace, y compris le couplage ther-
momécanique, les effets de vitesse et des comportements caractéristiques
de dégradation, entre autres.
Cette thèse propose d’aborder ce problème dans le cadre des modèles
constitutifs variationnels pour des phenomènes dissipatifs. Ce type
d’approche énergétique offre un traitement efficace des couplages mul-
tiphysiques, où la dissipation est prise en compte de façon thermody-
namiquement cohérente.
Des formulations pour des phénomènes de thermo-viscoélasitité divers
sont présentées. Les mécanismes de couplage et la paramétrisation
choisie pour les sources de dissipation sont discutés en détail.
Des approches variationnelles similaires peuvent être étendues à la
dégradation des propriétés matériau, en tant que problème dissipatif.
Avec les spécificités microstructurelles des polymères comme motiva-
tion, une formulation pour une classe de problèmes d’endommagement
thermo-viscoélastique est proposée. Le model dépend d’hypothèses
liant tous les phénomènes physiques à la même fonction d’endommage-
ment, ce qu’amène à une structure naturellement séparable entre la
solution d’un problème thermo-viscoélastique pour un état équivalent
non-endommagé et un problème d’évolution d’endommagement.
Bien que capables de décrire plusieurs traits du comportement des po-
lymères, les modèles variationnels proposés restent soumis aux limita-
tions de la déscription locale d’endommagement, notamment la localisa-
tion factice. La Thick Level Set, approche récente à l’endommagement
nonlocal basée sur l’utilisation de fonctions de niveau, offrant un pas-
sage entre la modélisation de l’endommagement et de la rupture, est
explorée comme moyen de contourner ces limitations.

Mots-clés : Modélisation constitutive variationnelle. Comportement
des polymères. Thermo-viscoélasticité. Endommagement viscoélastique.
Endommagement nonlocal. Thick Level Set.
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Ȳ d [J ] Averaged energy restitution rate
along the level-set thickness

Ω+, Ω− [m3] Regions treated by nonlocal dam-
age, and strictly by local damage
models, in a diffused damage con-
text

Y c [J ] Damage initiation threshold (criti-
cal value of Y d)

G, Gc [J/s] Energy release rate of fracture me-
chanics, and its critical value for
crack advancement



Symbols defined in chapter 7

Symbol Units Description
∂xΩ, ∂TΩ − Dirichlet boundaries of imposed

displacements and temperatures
Na(X) − Shape function associated to node

a of the mesh
ζh − Approximation of generic field ζ

related to Finite Element dis-
cretization h

nel − Number of elements

Θh, ph, Θel
h , pelh −, [MPa],

−, [MPa]
Additional mixed formulations
fields of volumetric strains and
corresponding pressure, and their
respective constant values over
each element
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1 INTRODUCTION

Polymers are a versatile and ever-growing class of materials. The
development and design of new types of polymers has helped them move
from simpler applications, for instance in packaging and non-critical
components, towards fulfilling much more demanding tasks, often com-
prising the majority of components in highly complex structures, for
instance in aerospace engineering. Engineers have mostly turned to
them due to desirable general characteristics often associated with all
polymers: light weight, strength, chemical resistance, thermal and elec-
trical insulation.

Two main tendencies have accompanied the expansion of poly-
mers to more advanced applications: increasing demands on load bear-
ing and structural integrity, and rising cost of polymer-based compo-
nents. Naturally, then, came the need for simulation tools suited to the
accurate description of their behavior. In addition to numerical meth-
ods, such as the Finite Element Method widely employed in structural
engineering, the simulation of polymer-like behavior poses particular
challenges on the constitutive side. In fact, the development of effi-
cient constitutive models capable of capturing the complex features of
polymer-like material behavior is a challenge that has received exten-
sive attention as the importance of polymers has grown over the last
decades.

Although they share some general features, polymers constitute
a vast family of materials, with wide ranging material properties suited
to various different kinds of applications. In other words, some types
of polymers, under certain conditions of application may be sufficiently
well represented by simple constitutive models. However, in most cases,
features such as large strains, rate dependence and multiphysics phe-
nomena (particularly in the form of strong thermomechanical coupling)
can be expected to dominate their material behavior.

The molecular and microstructural configurations that charac-
terize polymers are responsible for this constitutive complexity. Under-
standing the way polymer chains are arranged and how they interact
under different types of loads is a useful tool toward formulating accu-
rate constitutive models.

In chapter 2, a brief description of polymer molecules and mi-
crostructures is presented. Based on the behavior of polymer chains un-
der stress, an argument is made for constitutive models including rate
dependence and large strain phenomena. The response to thermal loads
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is also briefly discussed, and classical concepts such as time-temperature
equivalence are explored in justifying the need for the inclusion of ther-
momechanical coupling. Finally, as loads grow, the degradation of ma-
terial properties and the appearance of cracks are then related to the
compromising of polymer chains. A connection between damage and
fracture mechanisms in polymers and thermo-viscoelastic phenomena
is also established.

The microstructural arguments associated to polymer material
behavior constitute at once the motivation and the challenges that must
be addressed by the actual formulation. Extensive literature is avail-
able on all the individual constitutive features described in chapter 2.
However, it can be challenging to develop a single model combining
and coupling all different sources of dissipation, namely irreversibilities
related to viscous strains, damage evolution and thermal phenomena.
Solid bases are needed in order to formulate rich constitutive models
accounting for various sorts of coupling, in a thermodynamically sound
manner.

Starting from the seminal paper of Ortiz & Stainier (1999), a
family of constitutive models for several types of dissipative problems
has been formulated in a variational framework. Within the context of
generalized standard materials, where internal variables are used to de-
scribe internal processes and convex dissipation pseudo-potentials are
used to ensure positive dissipation (and thus, thermodynamic consis-
tency), these models are based on incremental variational principles
derived from rate forms of energy equations. Solutions are thus associ-
ated to stationarity points of incrementally built functionals.

In comparison to classical formulations, variational models can
be shown to hold some interesting mathematical properties (such as the
symmetry of material tensors, even in strongly coupled problems such
as those arising in themomechanical applications (YANG; STAINIER; OR-

TIZ, 2006)) which in turn lead to advantageous implementation tech-
niques (such as the use of well established optimization toolboxes in
order to find the stationarity points of an energy-like functional).

Chapter 3 of this document brings further details on variational
formulation of dissipative problems. A review of previous publications
is made, with an emphasis on thermomechanical formulations. Ther-
modynamic consistency is achieved through convex dissipation pseudo-
potentials. A full derivation of the general thermomechanical problem
is presented, with all the balance and evolution equations arising from
a single functional. A factorization used for all dissipative mechanisms
is shown to be behind the symmetry of the formulation. The under-



43

lying saddle-point structure of the resulting optimization problem is
presented.

As shown during the literature review of chapter 3, efforts to
model some features of polymer behavior with variational formulations
for dissipative problems have already been made. Large strain visco-
elasticity of polymers has been explored in Fancello, Ponthot & Stainier
(2006) for isothermal problems. Issues related to polymer viscoplastic-
ity, with different forms of yield functions, were explored by Fancello,
Vassoler & Stainier (2008). Furthermore, thermomechanically coupled
models of viscoplasticity for adiabatic applications, such as those de-
veloped in Stainier & Ortiz (2010), have also been extended to describe
polymer-like behavior in Selke (2009). So far, though, variational for-
mulations of strongly coupled thermo-viscoelasticity in large strains, a
necessity for many polymer applications as argued in chapter 2, have
remained unexplored.

As a first central contribution, chapter 4 presents a full descrip-
tion of such a formulation. A generalized Kelvin-Voigt Maxwell rheo-
logical model serves as base for treating an arbitrary number of char-
acteristic times, which translates into models of arbitrary complexity.
Isotropic potentials depending on eigenvalues of strains are used. Dif-
ferent choices for the individual components of the free and dissipated
energies are explored. Procedures for the update of stress and entropy
are described. Tangent moduli are derived and thermomechanical cou-
pling is extensively discussed.

As discussed in chapter 2, polymer behavior also shows to be
complex in its degradation and failure mechanisms. Once more, mi-
crostructural complexities and the micromechanics of interactions be-
tween long polymer chains are responsible for the onset of particular
phenomena such as stress crazing and shear banding, common cause of
compromised material properties, as well as precursors to fracture in
polymers. There are also strong indications that inelastic and rate de-
pendent phenomena are strongly related to polymer damage behavior.
These issues should be accounted for by constitutive models of polymer
damage.

Abundant literature on polymer damage and fracture has also
been developed throughout the years, both in the field of continuum
damage mechanics and in the field of fracture mechanics. Damage and
fracture, as essentially dissipative phenomena, can also be recast in the
variational framework presented in chapter 3. The works of Kintzel &
Mosler (2011) on damage of metals in fatigue applications are a first
incursion into the matter.
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One efficient way of coupling damage to the thermo-viscoelastic
models (previously presented in chapter 4) is the subject of chapter 5,
for the second main contribution of the present work. Based on a cen-
tral hypothesis that damage is measured by a single isotropic variable
and affects all volume depending phenomena equally, it is shown that a
naturally staggered scheme arises: first, thermo-viscoelasticity is solved
in the mold of chapter 4 for an equivalent state; then, the necessary
ingredients necessary to determine damage evolution are available. The
different guiding mechanisms for the evolution of damage are explored.
The influence of damage dissipation upon tangent moduli and entropy
evolution is also detailed. As in chapter 4, sample numerical examples
are brought as an illustration of the capabilities of the proposed model.

After exploring the toolbox of variational methods to develop
constitutive models capable of describing important features of polymer
behavior, from fully sane to degraded material states, the focus shifts
to the regularization of the proposed damage models and to the onset
of fracture.

Spurious localization is a common occurrence for purely local
damage models, such as those derived in chapter 5. When damage
evolution at a material point only takes into account information re-
lated to itself, becoming essentially oblivious to the state of damage
in adjacent regions, formulations may become artificially brittle. This
happens since it is possible for a single point to surpass previously de-
fined damage thresholds and evolve to fracture, all while its neighbors
remain undamaged.

The field of nonlocal damage models (whose classical variants
are reviewed in Peerlings et al. (2001)) has been developed to over-
come the issue of spurious localization and its numerical counterpart
of pathological mesh dependence. The main idea is to introduce some
sort of regularization, so that each point has access to information of a
given surrounding region.

A recent contribution to the field of nonlocal damage modeling,
and to the transition between damage and fracture models, is the Thick
Level Set approach (MOËS et al., 2011). Making use of the level set
formalism, a new material parameter is inserted into the damage model,
representing the minimum distance between sound and fully degraded
material.

As argued in chapters 2 and 6, there is strong micromechanical
reasons to include such a length into the modeling polymer damage, as
evidenced, for instance, by the phenomenon of stress crazing.

The Thick Level Set approach is responsible for the regulariza-
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tion of damage behavior, and can be coupled to different local damage
models. However, this possibility has yet to be explored in the litera-
ture.

Chapter 6 shows the application of the Thick Level Set to the
local thermo-viscoelastic damage model of chapter 5, in the third con-
tribution of this project. The central ingredients of the Thick Level
Set method are initially presented. Different material models are then
shown to be clearly compatible with the method. It suffices to ade-
quately define the energy release rate, the thermodynamic force associ-
ated to the damage variable and driving force behind damage evolution.
Sample 1-D examples, designed to induce localization in a single ele-
ment, are tested to demonstrate how the method works. Viscosity is
shown to have some regularizing effect upon damage evolution.

Finally, chapter 7 includes applications of the previously pro-
posed models and techniques to more realistic problems. In order to do
so, the models were implemented in ZorgLib/MatLib, an open source
platform dedicated to multiphysics simulations developed at the Ecole
Centrale de Nantes. Finite element aspects of the implementation of
the developed models are briefly discussed, including strategies to cir-
cumvent volume locking issues and data structure for the coupled prob-
lems. Special attention is given to examples reproducing some of the
most widely used tests in polymer characterization, bringing about a
discussion on future efforts of validating the proposed models for poly-
mer species of interest.

Concluding remarks on the developed models and perspectives
for future works close the document. A recapitulation of the central
contributions of the document with potential impacts is done. The
focus is set on the various possible coupling aspects covered by the
proposed models and on possible variations to account for behaviors
outside the scope of the adopted constitutive hypotheses.

In the appendices, some lengthier algebraic operations that would
otherwise render the text of the chapters less fluid can be found.
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2 CHALLENGES RELATED TO THE CONSTITUTIVE
MODELING OF POLYMERS

Chapter overview: Polymers are a class of materials of in-
creasing engineering importance, constantly gaining ground
on competing materials on various applications. Their prop-
erties, dominated by the microstructural arrangement of the
long polymer chains, present both advantages and challenges.
A knowledge of the micromechanics of motion between molecules
is an essential tool for the constitutive modeling of poly-
mers, the central goal of the present document. This chapter
brings an overview of chemical and physical aspects govern-
ing polymer behavior giving rise to some of the most com-
mon features of their material behavior under thermal and
mechanical loading. With regards to the following chapters,
micromechanically-based arguments are made for the ne-
cessity of thermomechanically-coupled viscoelasticity mod-
els, for the inclusion of viscous effects into polymer damage
models and for the inclusion of a characteristic length into
fracture models.

2.1 INTRODUCTION: DETERMINANTS OF POLYMER PERFOR-
MANCE

Polymers have been constantly gaining ground on a variety of
industrial contexts for several decades. Owing to intensive effort in
the development of new materials and to technological advancements
allowing for their large scale production and profitability, polymers are
increasingly employed in substitution of metals both for large volume
applications, such as all-purpose packaging, and for much more ad-
vanced applications, such as the automotive, air and space industries.

Characterized by their molecular composition, consisting of long
chains of repetition units, polymers can exhibit a wide range of mate-
rial properties. Long carbon chains often comprise the basic backbone
of polymers and are responsible for much of their constitutive features,
but the presence of other types of atoms or molecular groups, con-
nected to the principal chains in different ways, can completely change
the way polymers of similar composition behave. Even polymers of
the very same chemical composition can exhibit varying properties, de-
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pending on factors such as the spatial arrangement of the chains (e.g.
with respect to tacticity, the disposition of side groups along the prin-
cipal chain) or the length of polymeric chains, among others. These
factors strongly influence the microstructure (e.g. in the maximum de-
gree of crystallinity for a given type of polymer) and macrostructure
of a polymer component, which in turn define such features such as
permeability and porosity, among many others.

This first group of determining factors to the material behavior
of polymers is often referred to as structure.

The chemical structure of polymeric materials also strongly de-
termine their intrinsic properties. A central property for the character-
ization of a polymer is its molar mass. It reflects the length of polymer
chains and the degree of compactness in the volumetric arrangement
of the chains. On the other hand, the presence of different chemical
elements in the chains, and the corresponding chemical interactions
between chains is of extreme importance in determining mechanical,
thermal and electric properties of a type of polymer.

Alongside the chemical structure of the polymeric chains and
their intrinsic properties, another determining factor to the constitutive
response of polymeric materials is the processing employed in develop-
ing the final products. Different processing temperatures may have
strong influence on the degree of crystallinity of a specimen, which
in turn crucially determines factors such as strength and toughness.
Marked differences in induced anisotropy can be observed in choosing
between blow molding, extrusion or injection in the production phase
of a component. Submitting a material of interest to vulcanization
processes (common practice in the production of elastomers) or other-
wise inducing the formation of cross-links between chains (giving birth
to thermoset polymers) severely constrains the possibility of plastic
straining, increasing thermal stability.

Figure 2.1 – Influencing factors towards polymer performance
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There is very strong interplay between structure, properties and
processing (as represented in figure 2.1, in a classical diagram in mate-
rials science literature), as alluded to in the previous paragraphs. The
performance of polymers in industrial applications is determined by
this tripod. Conversely, required performance parameters in the de-
sign phase lead to feedback on the need to modify every step of the
production.

Polymers are often split into categories, corresponding to dif-
ferences in regard to certain features of their structure, properties or
processing. The goal of the present text is not to thoroughly explore all
the aspects of polymers as a subject of interest of material scientists.
Rather, it lies in identifying some general material behavior features
shared by a large section of polymers, features that must taken into
account in their constitutive modeling.

In order to contextualize the microstructurally-based discussion
that makes up the core of the present chapter, a brief aside on the most
general classification of polymer materials is made necessary.

2.2 CLASSES OF POLYMERS: THERMOPLASTICS, THERMOSETS
AND ELASTOMERS

Bearing in mind the previously described factors that play a role
in the performance of polymers in engineering applications, a first task
is to properly define the three main classes of polymers: thermoplastics,
thermosets and elastomers.

This is the most basic classification in the study of polymers,
essentially related to the way polymer chains are distributed and linked
within the microstructure. The chemical structure of polymer chains,
often based on long sequences of covalently bonded carbon atoms, is
explored in further detail in the following subsection.

For the time being, it shall be sufficient to distinguish between
these covalent bonds2.1 and the much weaker van der Waals bonds2.2

that may develop between different chains or even different parts of the
same chain. Van der Waals bonds are often referred to as secondary
bonds (or physical bonds) in polymer science, in contrast to princi-

2.1Typically, covalent bonds display binding energies in the 60−700kJ/mol range
(KAKANI, 2006). Single covalent bonds between carbons, a common occurrence in
polymers, display binding energies of about 350kJ/mol (BILLMEYER, 2007).
2.2Depending on the type of interaction, which may include hydrogen bonds, dipole

interactions or London forces between apolar molecules, van der Waals bonds have
binding energies of 0, 1− 40kJ/mol (BILLMEYER, 2007).
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pal covalent bonds (or chemical bonds) resulting from the process of
polymerization.

Secondary bonds are more thermally unstable. Low variations in
temperature may excite molecules to the point of breaking secondary
bonds. Polymers where they play a central role exhibit what is called
low dimensional stability, when subjected to changes in temperature.
Principal bonds, on the other hand, are much more thermally stable,
essentially immune to large temperature variations.

Through different processing parameters (depending also on the
chemical structure and intrinsic properties of the elements that make
up the smaller repetition units called monomers), three different scenar-
ios can be found in the resulting microstructure: long polymer chains
connected only through secondary bonds; polymer chains heavily con-
nected by principal bonds (called crosslinks), forming a dense network
of covalently bound chain sections; long entangled polymer chains con-
nected at some points by crosslinks.

Thermoplastics are characterized by an absence of principal bonds
between polymer chains. Different microstructural configurations are
possible, from the heavily entangled amorphous state, to the much more
organized crystalline state (see next subsection for more details), but
the long principal chains only interact through secondary bonds. In
turn, relative displacements between neighboring chains are not sig-
nificantly restricted. Since secondary bonds between different parts of
polymer molecules may disappear and reappear under thermal or me-
chanical loading, thermoplastics are said to have little ”memory” of
their initial dimensions. In other words, large inelastic strains are ob-
served in thermoplastics, requiring models accounting for constitutive
behaviors of plasticity and viscoelasticity. The underlying microme-
chanics will be discussed in the following subsection. It should be noted
that thermoplastics can be promptly recycled, recovering initial prop-
erties when subjected to a melting cycle.

Thermosets are characterized by a large density of crosslinks be-
tween polymer chains. Though secondary bonds may develop, covalent
bonds make up the backbone of the microstructure. Since these bonds
are immune to temperature variations, thermosets have significant di-
mensional stability. As a consequence, thermomechanical coupling is
of little to no importance in the constitutive modeling of thermosets.
Under stress, their strongly crosslinked networks exhibit small defor-
mations. Related mostly to rotations and stretching of covalent bonds,
these deformations are mostly recovered when stress is released. The re-
sulting material behavior is that of a more stiff material when compared
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to thermoplastics, with little to no inelastic deformations. Rupture is
often very brittle. The most common example of thermosets are the
various resins used in many engineering applications, for instance, in
the production of composite materials such as carbon-epoxy fiber plies.
Thermosets cannot be melted and recycled.

Finally, a state of heavily entangled molecules connected to each
other at a few ”points of memory” through crosslinks is characteris-
tic of elastomers2.3. The crosslinked network can be subjected to very
large strains, since there are very long portions of entangled molecules
between crosslinks. Large elastic returns are observed, since the amor-
phous (entangled) state is often the most thermodynamically stable.
Different densities of crosslinks define different levels of deformable elas-
tomers. For the most common elastomer, rubber, the content of sul-
phur used during the process of vulcanization defines the final density
of crosslinks. As the density of crosslinks grows, the material behavior
approaches that of thermosets. The complex elastic behavior of elas-
tomers has been extensively studied and modelled, especially within
the field of hyperelasticity, where the stress strain relations are derived
from an energy-like potential (some topics of hyperelasticity are briefly
discussed in chapter 3).

The models proposed in the present document are conceived with
the challenges presented by the constitutive modeling of the large class
of thermoplastics in mind, namely, the treatment of complex inelastic
deformations and strong thermomechanical coupling. Most of the argu-
ments presented in the following subsection are developed based on the
most common features of microstructural behavior of thermoplastics.
Their hierarchy of principal and secondary bonds under the influence of
temperature and stresses determines in large part the macroscopically
observed large inelastic strains, as will be discussed in the following
sections.

For a deeper foray into a microstructurally-based presentation of
the features of polymer behavior, including elastomers and thermosets,
the interested reader is referred to Ward & Sweeney (2004), Canevarolo

2.3Due to the presence of crosslinks, some authors choose to classify elastomers as
belonging to the family of thermosets. However, the completely distinct mechanical
behavior of elastomers warrants its own family. In addition, it should be noted
that the family of elastomers may also include some thermoplastic materials, such
as poly(styrene-butadiene-styrene) (SBS), poly(styrene-ethylene/butylene-styrene)
(SEBS) and thermoplastic polyurethane (TPU), and other block copolymers (made
up of blocks of different repetition units or monomers). There, the role played by
crosslinks, in restricting the movement of amorphous phases, is played by crystalline
phases of one of the composing monomers.
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(2006) and Callister (2007). The arguments presented in the following
sections are indebted to these works of reference.

2.3 FEATURES OF POLYMER BEHAVIOR: VISCOELASTICITY
AND THERMOMECHANICAL COUPLING

Even though polymers2.4 constitute a wide class of materials,
with very diverse material properties, some common features necessary
to their accurate constitutive modeling can be identified. Character-
istics such as light weight, low conduction and electrical isolation are
often attributed to polymers in general. It is also widely known that
many polymers (except for thermosets) keep their dimensional stability
and mechanical properties in a fairly narrow range of temperature.

These characteristics can be attributed to the chain-like struc-
ture shared by all polymers and to the way this structure responds when
subjected to loadings of various natures. This also hinges strongly on
the degree of crystallinity obtained after processing, especially in rela-
tion to temperature dependence. This section is dedicated to exploring
these general features and correlating them to the microstructure. Spe-
cial attention is given to phenomena observed in thermoplastics.

In order to do so, a brief discussion on the long carbon-based
chains that constitute the backbone of polymers is a good starting
point. In the following, the focus rests on the main microstructural
features that explain the macroscopic behavior of polymers. The in-
terested reader is referred to material science literature for material
properties and specifics of various polymer species.

Polymer molecules are formed by the repetition of smaller units
called monomers, in large enough numbers so that the addition or sub-
traction of another monomer does not significantly affect the global
properties (as defined by the International Union of Pure and Applied
Chemistry - IUPAC). As a result, chains of polymers can contain several
thousand monomers. Taking polyethylene, one of the most commonly
used polymers, as an example, different varieties can have molecular
weights ranging from 50.000g/mol (low density polyethylene - LDPE)
to around 3.000.000g/mol (ultra high molecular weight polyethylene -
UHMWPE) (BILLMEYER, 2007).

2.4As mentioned in the previous subsection, most arguments made from here on
rely on features more strongly present in thermoplastics. Unless clearly stated
otherwise, most general mentions to polymers are made with the thermoplastic
structure in mind.
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Even if ramifications are often present, the most usual resulting
structure is dominated by a very long principal chain with large quan-
tities of carbon atoms. When dominated by carbon atoms connected
by single covalent bonds (as is the case of all polyolefins, a family char-
acterized by homogeneous carbon linear chains), but also when oxygen
atoms are interposed between carbon atoms in the principal chain (as
for the commonly used heterogeneous chained polycarbonate), polymer
chains are very flexible. The presence of double covalent bonds or of
benzene rings in the principal chain (as for polyethylene terephtalate -
PET), on the other hand, renders polymer chains more rigid, limiting
movement and organization between chains.

The very long chains that characterize polymers on a molecular
level are often found in very entangled states. As the distance between
molecules or between different parts of the same molecule decreases, be
it in points of entanglement or elsewhere, secondary bonds may form.
Depending on the polarity of the molecules and the types of atoms they
contain, different types of secondary bonds may develop. Classified
either as hydrogen bonds or under the more general category of van der
Waals bonds, and appearing between either polar or apolar molecules,
secondary bonds are weaker than the primary covalent bonds that make
up the principal chains, and are therefore more easily ruptured under
loading. They remain, however, very important in providing resistance
to straining in thermoplastics (where there is a negligible number of
covalent bonds between chains, the so called crosslinks), as obstacles
to the relative movement between molecules.

Length, ramification, flexibility and secondary bonding all play
a fundamental role in determining the maximum crystallinity of a ther-
moplastic, together with the level of ramification, the presence, orga-
nization and size of side groups (functional groups connected laterally
to the principal chains, often containing large numbers of atoms and
deeply influencing the properties of the resulting polymer) as well as
the ”width” of the actual principal chain. In some ways a measure
of the maximum molecular compactness obtainable for a given type of
thermoplastic, this reference value of crystallinity is hard to obtain in
actual polymer components.

The reason for this lies in the understanding of the dynamics
of the crystallization process and the temperatures that characterize
it, and the transposition to practical contexts of polymer processing.
Two qualitatively distinct microstructural states are often identified for
polymers: the amorphous state, where molecules are heavily entangled
and there is more empty space between them; and the crystalline state,



54

where a higher level of molecular organization is observed, with aligned
molecules developing well known patterns (such as the very common
spherulites, shown in figure 2.2).

Often processed from the molten state, thermoplastics begin to
develop secondary bonds between molecules or between different parts
of the same molecule, as temperature decreases and molecular agita-
tion subsides. Aforementioned factors such as size of side groups and
their organization (crucially in their tacticity, a way of describing the
identifiable pattern of the spatial distribution of side groups along the
principal chain) determine the minimum distances that can be expected
between molecules, and the density of secondary bonds that can be
created. Highly organized states may develop. Constrained by an in-
creasing number of secondary bonds, molecules may align forming large
quantities of bonds in crystalline lamellae. Thermoplastic specimens
may be in a completely crystalline phase, in what is sometimes called
polymeric single crystals.

More often than not, though, single crystals are not observed
alone in practice. Structures mixing crystalline and amorphous phases
are much more usual. Different parts of long molecules often partici-
pate in separate crystalline plates, with entanglements and large empty
spaces proper to amorphous phases dominating the interstices. This has
been the object of extensive studies, ever since the pioneering works
of Hermann Staudinger on macromolecules and the original ”fringed
micelles” model of the 1920’s, up to the microscopic observation and
description of the most common semi-crystalline structures that de-
velop during polymer processing. These frequently observed structures
in polymers include the so called ”shish kebab” structure or spherulites
(ball-like structures formed from crystal grains during cooling; see fig-
ure 2.2). The more slender, organized and flexible the polymer molecule
is, the higher is its maximum level of crystallinity.

The process of crystallization as described above is heavily de-
pendent on temperature. If temperatures are too high, molecules are
too agitated for stable secondary bonds to develop. If temperature
gradients are too steep, there is not enough time for them develop.
The temperature at which the crystalline phases begin to develop is
referred to as the crystallization temperature (Tc) of the polymer. On
the other hand, when considering the heating process from a solid state,
the crystalline phases become mobile and dissociate for temperatures
higher than the melting temperature (Tm). Although essentially de-
scribing two sides of the same phenomenon (creation and dissociation
of crystalline phases), the crystallization and melting temperatures are
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Figure 2.2 – Left, spherulitic structures observed in polyhydroxybu-
tyrate (PHB) through transmitted cross-polarized light microscope
[Source: University of Cambridge’s DoITPoMS Micrograph Library].
Right, aspects of the microstructure of spherulites, semi-crystalline
structures arising during the crystallization of polymers from the
molten state. (CALLISTER, 2007)

different, due to the activation energy needed for the process to start.
As for most properties of polymers, both the crystallization and melt-
ing temperatures are actually averages of a band along which the tran-
sitions occur, as the presence of different lengths of molecules and of
different atoms in the polymer chains makes these transitions less sharp.

Maximum levels of crystallinity for a given polymer species would
be obtained for quasi-isothermal processes, as the organization would
freely develop along time. This is not realistically applicable to indus-
trial contexts, where there are strong demands on productivity. Some
presence of amorphous phases is always to be expected in finished poly-
mer products. When high crystallinity is required of the final com-
ponent due to demands on the thermomechanical performance in the
envisioned application (differences between the behaviors of crystalline
and amorphous phases will be discussed later on), the idea is to induce
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the formation of plenty of crystal grains (often through the use of ad-
ditives) and to control the temperature of tools and molds to ensure
a sufficient rate of grain growth. The longer the polymer chains, the
longer it takes for crystals to grow, as the bending and arranging of the
molecules takes longer.

While the crystallization and melting temperatures of polymers
are important in understanding the process of crystallization, marking
the temperature below which molecule excitation subsides enough for
there to be secondary bonds and crystalline arrangement, perhaps the
most important temperature related behavior of thermoplastics per-
tains to a different phenomenon: glass transition. As temperature
decreases, from the molten state to below the melting temperature,
molecules in the amorphous phase remain very mobile. Unconstrained
by a sufficient number of secondary bonds, aside from a few points of
entanglement, molecules in the amorphous phase are still sufficiently
agitated in order to bend and reach different configurations. As tem-
peratures continue to drop, glass transition is the phenomenon that
represents the end of mobility for the amorphous molecules.

The glass transition temperature (Tg) is of central importance
in the characterization of thermoplastic polymer species. Below the
glass transition temperature, the amorphous phases no longer have the
necessary energy to move and conform, which translates into a much
more rigid and brittle macroscopic behavior. As mentioned above, re-
strictions upon polymer processing explain the presence of amorphous
phases in a large majority of polymer components, even when the prop-
erties of the crystalline phase were desirable (higher density, stiffness,
chemical and dimensional stability, among others). Other applications
require properties more closely related to amorphous polymers (such
as lower density, transparency and permeability, among many others).
Therefore, the knowledge of the glass transition temperature is essential
for polymer applications.

Even within the family of thermoplastics, different polymer species
may have widely varying glass transition, crystallization and melting
temperatures. For instance, low density polyethylene (used in the pro-
duction of plastic films, kitchen utensils and toys) has Tg = −30oC,
while high density polyethylene (used for more resistant plastic bags,
plastic boxes and storing units, buckets, wire coating), essentially a
polymer of the same chemical composition, but with less ramified and
longer principal chains, has Tg = −100oC. Polycarbonate, used for the
production of CD’s, and extensively in the automotive industry (for
instance in headlights and other impact resistant components), has a
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much higher Tg of 145oC. Polylactic acid, a biodegradable polymer
extensively used for in the manufacturing of medical implants, has a
Tg of about 60oC.

In other words, a combination of different possibilities can be
encountered: highly crystalline or amorphous polymers used below the
glass transition temperature or between the glass transition and melt-
ing temperatures. What is important in developing reliable constitutive
models is to understand the main features of the macroscopic behav-
ior of the materials of interest and how they may vary with changing
temperatures. As touched upon above, some general guidelines can be
drafted, characterizing the behavior of crystalline (or semi-crystalline)
and amorphous polymers and how glass transition can be expected to
affect it.

Roughly speaking, as crystallinity grows (or for a decreasing
presence of the amorphous phase), for the same type of polymer sub-
jected to the same temperature, the following properties tend to in-
crease:

� density (molecules are more compactly organized)

� stiffness (bonds between organized molecules offer resistance to
straining)

� hardness

� dimensional stability (less subject to heat dilatation)

� chemical stability (crystalline arrangement is stronger and leaves
molecules less subject to external agents)

Meanwhile, the following properties are compromised:

� ultimate stretching (more crystalline materials tend to behave in
a more brittle fashion, since within the crystal lamellae there is a
great constrain on the relative movement between molecules, and
breaking of principal chains happens before significant strains can
take place)

� impact resistance (due to increased brittleness)

� tenacity (little to no dissipation in the form of inelastic deforma-
tion takes place)

� thermal expansion (dilatation is restricted in the compact lamel-
lae)

� permeability (much less free space between molecules is present)

As mentioned earlier, going from application temperatures below
the glass transition temperature to ones above it will usually lead to a
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reduction in stiffness and hardness, and to the passage from brittle to
much more ductile behaviors. As the amorphous phases gain mobility,
thermoplastic polymer chains are free to conform and accommodate
the imposed loadings. In fact, operating between Tg and Tm can be
expected to lead to large strains and induced anisotropy, as chains align
in the direction of higher stresses. As a small side note, for polymers
processed from the molten state down to below their glass transition
temperature, heated molds or an annealing phase are often employed
to remove this type of induced anisotropic behavior. Thermosets, on
the other hand, have their behavior dominated by the large presence of
crosslinks, which severely restricts movement between polymer chains.

Figure 2.3 – Temperature dependent behavior of polymers as repre-
sented through relaxation tests: regions of material behavior. (CALLIS-

TER, 2007)

The temperature dependent behavior of polymers is character-
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ized in a variety of standardized tests, generating several curves of
interest to the development of constitutive models. Among these tests,
the stress relaxation tests can be used to evidence the transitions in ma-
terial response as temperatures increase. By subjecting a specimen to a
constant total strain and measuring stresses while temperature evolves,
thermoplastics develop four identifiable bands of behavior (represented
as the evolution of the stiffness modulus with temperature; see fig-
ure 2.3). For amorphous polymers, these bands are more evident than
for semicrystalline ones, as increasing levels of crystallinity render the
glass transition less important to the general mechanical behavior of
the polymer.

The first band, with little variation with respect to tempera-
ture, marks the glassy region: below the glass transition tempera-
ture, the material is stiffer and brittler. As the glass transition takes
place, a second band with strong temperature gradients can be identi-
fied, the leathery or viscoelastic region: increasing temperature excites
molecules and leads to the breaking of secondary bonds, higher compli-
ance and larger inelastic response. The third band (sometimes absent,
depending on the polymer species), characterized by a second plateau,
is the rubbery region: tight entanglements play the role of cross-links
between chains, so that large strains are possible, but the elastic return
is increased with respect to the viscoelastic phase. Finally, as temper-
atures climb towards melting, the fourth band appears, the flow region
(separated into slower rubbery flow and viscous flow in figure 2.3):
molecular agitation destroys all links between chains, and they become
free to flow as a viscous fluid, so that elastic return tends to zero.

Quantifying the impact of growing temperature on material prop-
erties of polymers is the goal of another common characterization, the
Heat Deflection Temperature (HDT) test. Using a constant central
load applied to a beam specimen under controlled temperature condi-
tions (as represented in figure 2.4), the HDT test is used as a means
of identifying the limiting temperatures for engineering applications of
thermoplastics. The result is the temperature for which the central
distortion of the beam reaches a threshold (usually, 0, 1in), indicating
compromised dimensional stability under loading. This means that the
thermoplastic polymer in question is moving from a glassy phase into
a viscoelastic phase, and creep-like behavior can begin to take place.

The influence of temperature on general material behavior can
equivalently be plotted in stress-strain curves that can be expected for
a thermoplastic polymer at different temperatures, as seen in figure 2.5.
The opposite effect is also indicated when, instead of temperature, the
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Figure 2.4 – Schematic view of the Heat Deflection Temperature test
[Source: ASTM]

strain rate of loading is increased. As the characteristic time of the
applied loadings becomes shorter, as for impact loads or for high fre-
quency cyclic tests, the characteristic time of the viscoelastic relaxation
of polymers becomes comparatively too long for there to be high inelas-
tic strains. In other words, as for any viscoelastic material, the response
becomes increasingly rigid and brittle as strain rates grow. Conversely,
the material behaves more like a viscous fluid as strain rates decrease.

These effects are the theme of extensive studies, in what is called
the time-temperature equivalence observed for polymers. Based on hy-
potheses that thermodynamically similar activation phenomena occur
for varying time scales and temperatures, a common practice in polymer
characterization is the generation of master curves. In a master curve,
results such as the viscoelastic creep behavior of a polymer species ob-
tained at different temperatures are shifted and fitted to a single curve
that represents the behavior of the polymer for a larger range of time
scales and temperatures. Although often limited to low strain rates and
within the linear viscoelastic regime, so as not to violate the underly-
ing thermodynamics of activation, the practice of time-temperature
superposition that leads to master curves finds extensive application
for characterization purposes in engineering contexts.
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Figure 2.5 – Effect of increasing temperature or decreasing strain-
rate on the material behavior of semi-crystalline polymers: from brit-
tle behavior (below the glass transition temperature), some yielding
before fracture, large plastic deformations (plateau characteristic of
necking during cold drawing) and rubber-like flow. Principle of time-
temperature equivalence.

The focus of the present work is in the development of consti-
tutive models well suited to treat the complex material behavior ex-
hibited in the viscoelastic phase of thermoplastics, where large strains
and strong thermomechanical coupling are of great importance. For all
the other phases, however, molecular and microstructural complexities
generate phenomena including dissipation, hysteresis and some ther-
mal coupling. This makes the use of simpler constitutive models of
isothermal elasticity a daunting task. Some degree of viscoelasticity
often needs to be included to account for accurate modeling, even for
applications in the small strains regime, or below the glass transition
temperature.

Combining elastic and inelastic deformations, the viscoelastic be-
havior of polymers is usually idealized as a combination of properties
from an elastic solid and a viscous fluid in polymer science literature
(BILLMEYER, 2007; CALLISTER, 2007; CANEVAROLO, 2006; KAKANI,
2006)2.5, using the methodology of rheological models, where basic

2.5It should be noted that, in distinction with the nomenclature used in continuum
mechanics texts, polymer scientists often use the term viscoelasticity to account for
all inelastic phenomena, and not only for the deformations that can be fully recov-
ered after a characteristic relaxation time. In that sense, what is under the umbrella
of viscoelasticity in several polymer science texts includes both viscoelastic effects
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components such as springs, dashpots and dry friction elements have
their easily describable behavior combined in various ways to repro-
duce complex experimental results. Several different models are used
in describing various facets of polymer behavior, including the classical
Kelvin-Voigt and Maxwell models. Further discussion upon available
rheological models, their strengths and shortcomings, can be found in
chapter 3 together with the formulation of thermo-viscoelasticity in a
variational framework.

Once more focusing on the microstructure of polymers (espe-
cially that of thermoplastics), it is interesting to understand the origins
of the two distinct features of their material response: elastic return
and viscous flow. Elastic deformation, a conservative phenomenon,
is closely associated to the rotation and stretching of covalent bonds
present in the principal chains. Under stress, atoms are forced to move
away from the more energetically stable state often called unloaded.
When stress is removed, the previous configuration is recovered. Elas-
tic response is idealized as time independent, occurring immediately
(in phase, for cyclic loads) with the application of loads.

The inelastic part of deformations (associated to those of viscous
fluids), on the other hand, is closely associated to dissipative phenom-
ena, such as the breaking of secondary bonds or friction between chains.
Under stress, especially in the viscoelastic region comprised between
the glass transition and melting temperatures, large displacements be-
tween molecules can be expected. In that region, temperatures are high
enough for the amorphous phases to move freely; temporary bonds be-
tween entangled molecules are much less stable, and may easily be
broken, eliminating obstructions to movement.

One of the most widely used experimental procedures for the
characterization of polymers, the Dynamic Thermomechanical Analysis
(DTMA), is based on an assumed decomposition of the elastic modulus
of the material of interest in real and imaginary parts (E = E′ + iE”).
In other words, the parameter takes into account a real portion, rep-
resenting the instantaneous response in force with the imposed sinu-
soidal displacements, and an imaginary portion, representing the out

(in the aforementioned concept of continuum mechanics), plasticity (permanent de-
formations after yielding) and viscoplasticity (strain rate dependent plasticity).

The models developed within the present text are more closely related to the
continuum mechanics tradition. In the interest of clear definitions of what is under-
stood by the different types of inelastic behavior, the reader is referred to chapter
3. For the time being, it should be sufficient to recognize the difference in lexicon
and to move along to more discussions on the influence of the microstructure upon
the material response of polymers.
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of phase response associated to fluid-like viscosity. The experimental
set up consists of an isolated chamber inside which a standard specimen
is cyclically tested with imposed displacements at moderate frequen-
cies (usually around 1Hz, keeping inertia effects negligible) for varying
controlled temperature. Points of inflexion are apparent, both for the
storage modulus (E′, real part of the elastic modulus) and for the
loss modulus (E”, imaginary counterpart) around the glass transition
temperature. The relation between loss and storage moduli is usually
plotted in the so called ”tan-delta” (tan δ = E”/E′), where a peak
makes the identification of the glass transition temperature easier. In
figure 2.6, a general overview on DTMA, including sample results from
a thermoplastic polymer.

The matter of time scales is important when considering and
modeling the inelastic behavior of polymers. The dissipative phenom-
ena taking place in the microstructural level are strongly time depen-
dent. Molecules move relative to their neighbors in finite time, in dis-
tinction to the idealized immediacy of elastic deformations. In other
words, there is a characteristic time associated to the viscous part of
material response. When unloaded for a long enough time, even poly-
mer specimens that were previously highly stretched can be expected
to exhibit considerable return, though some deformations may be in
fact permanent.

This issue is crucial in the selection of material models for the
simulation of polymer behavior. Although introductory literature on
the materials science behind polymers frequently makes no distinction
between all inelastic behaviors, the choice of a constitutive model is
associated with modeling hypotheses on the nature, dependencies and
relations between different physics. A wide range of material models
has been used to accurately describe polymer-like inelastic behavior in
applications of interest, depending on material, type of loading, loading
rate and range, time scale of simulation, among other factors. A by no
means exhaustive list of the main classes of models employed includes:
plasticity (HAUDIN; MONASSE, 2001), viscoplasticity (BOYCE; PARKS;

ARGON, 1988), isothermal viscoelasticity (DROZDOV, 1998) and ther-
momechanically coupled models (ARRUDA; BOYCE; JAYACHANDRAN,
1995).

Aside from applications within the small strains regime, with
small strain rates and quasi-isothermal conditions, it is clear that the
accurate description of thermoplastic polymer-like material behavior
requires the inclusion of rate dependence (viscous phenomena) and
temperature dependence. The microstructurally-based discussion up
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Figure 2.6 – Dynamic Thermomechanical Analysis of polymers. Top
left: scheme of the experimental set up showing the drive motor (1),
the clamps (2) and the furnace (3). Top right: DTMA clamps for 3-
point bending (1), shearing (2), compression (3) and tensile (4) testing.
Bottom: sample results from a DTMA test − sharper identification of
the glass transition temperature on the tan-delta curve [Source: TA
Instruments]
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to this point, illustrated by examples taken from the literature and
by brief presentations of a few extensively used characterization pro-
cedures, has hopefully been sufficient motivation for the necessity of
consistent thermomechanically coupled viscoelasticity models for the
constitutive modeling of thermoplastics.

However, throughout the above discussion no mention was given
to degradation phenomena that may affect the material properties of
polymers. So far, only the behavior of microstructurally sound material
has been considered. Though viscoelasticity and other forms of inelastic
behavior have been related to the breaking of secondary bonds and
other forms of irreversibility, all the arguments were made considering
that the material remained homogeneous, free of defects and with intact
principal polymeric chains.

This scenario is sorely lacking in complexity as the point of inter-
est moves from the behavior of a fully sound material to the mechanisms
involving degradation and, eventually, rupture. While thermodynam-
ically sound models, including thermomechanical coupling and com-
plex forms of viscoelasticity (included in the framework developed in
chapter 4), have great value in modeling polymer-like material behav-
ior, additional information needs to be added to account for damaging
mechanisms.

In the following subsection, once more, a phenomenological de-
scription of the degradation mechanisms taking place at the microstruc-
tural level is offered as motivation for the development of constitutive
models based on the field of continuum damage mechanics, such as
those presented in chapter 4.

2.4 MAIN FEATURES OF POLYMER DEGRADATION: DAMAGE
AND RUPTURE

As explored earlier, microstructural explanations to macroscop-
ically observable characteristics of polymer behavior can be developed.
Experimental observations using techniques such as spectroscopy, elec-
tronic microscopes and specific characterization procedures have greatly
increased the amount of available information, which in turn helps in
developing models of increasing complexity. Through the knowledge
of the chemical structure of the long principal polymeric chains and
of the way they can form bonds and patterns of organization, one
can explain such phenomena as strain rate dependence and temper-
ature dependence. These features characterize the material response
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of polymers under loading, and justify the need for constitutive mod-
els incorporating ingredients of viscoelasticity and thermomechanical
coupling. These models are crucial for an accurate description of the
microstructurally sound polymer of interest.

As the end of life of polymer components comes into focus, a
whole new set of phenomena starts taking place at the micro and
macrostructural levels. Depending of the criteria utilized in order to
determine the threshold for the application of a given component, a
variety of effects may have to be modelled. In general, and in order
to clarify the nomenclature used from here on, an argument can be
made that one of two scenarios is possible. There may be noticeable
degradation of material properties, jeopardizing the structural or func-
tional integrity of a larger system within an engineering application -
in this case, damage mechanisms come into play. Likewise, there may
be catastrophic failure, with some part breaking up into multiple pieces
through the nucleation and propagation of cracks - in which case, frac-
ture mechanisms have to be accounted for.

Clearly, damage and rupture mechanisms are not independent
from each other. Often considerable damage on material properties
serves as an indicator for the imminent onset of fracture. In fact, the
development of models that are able to describe the transition from
damage to fracture is a topic of intense research, and one of the issues
dealt with in the present document. Chapter 6 includes a description of
the Thick Level Set model, a nonlocal approach to damage and fracture
encompassing phenomena of both natures.

Classically, however, damage and fracture mechanisms have been
approached in separate families of models by the continuum mechan-
ics community, namely: continuum damage mechanics (following pi-
oneering works by Kachanov) and fracture mechanics (originated in
the works of Griffith). Since the basics of the classic continuum ap-
proaches will receive more extensive attention in chapters 5 and 6 and
the subject of the present chapter is polymer behavior, the focus is once
again shifted to the microstructure of polymers and its influence upon
macroscopic behavior.

As discussed earlier, the long carbon-based chains that charac-
terize the large class of polymers are also those responsible for the
material properties exhibited by them. Consequently, the main factor
causing degradation of material properties is the rupture of principal
chains. In fact, some common measures of polymer degradation, ei-
ther from mechanical or chemical sources (briefly discussed later on),
are directly related to the reduction of the average molecular weight
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of polymer chains. Charged beyond the threshold of atomic bonding
between their components, some chains may split into several shorter
chains and reduce the elastic modulus, for example. This may happen
for a few chains only, so as not to cause the total rupture of the compo-
nent (other less stretched chains may accommodate the stress released
by the ruptured fibres). Still, there may be a finite change in the values
of material properties.

Unlike the breaking of secondary bonds, a dissipative phenomenon
that explains different forms of inelastic deformations, when the much
stronger principal bonds are broken, the general integrity of the mate-
rial is more severely affected. While secondary bonds may form again
elsewhere between other parts of polymer chains, the rupture of prin-
cipal bonds is permanent. Formed from monomers generated during
oil fracking processes using controlled temperature conditions and with
the help of additives, principal chains are the result of the process of
polimerization. The conditions for polimerization are seldom if ever
present under application conditions, which precludes the possibility of
”healing” broken chains.

Breaking principal bonds remains a dissipative process, though.
While in composite materials the reinforcing fibers are often organized
and aligned, in polymers, chains hardly follow a given controlled direc-
tion. Even in cases where large straining caused induced anisotropy,
entanglements guarantee that neighbooring chains are not under the
same loading condition. As secondary bonds begin to break, other
chains bear more of the imposed loads, and the possibility that they
break increases. In other words, as for inelastic deformations, there is
clearly a time dependent component to damage in thermoplastic poly-
mers, at least in the leathery or viscoelastic region of their behavior
(see figure 2.3, in the previous subsection).

It should be noted, however, that crystallinity and temperature
play an important role on the matter. For crystalline materials, such
as metals, no such claim on the need for a time dependent component
to damage modeling can be made unequivocally. Even for amorphous
polymers operating under the glass transition temperature, brittle frac-
ture usually occurs, indicating a clean and instantaneous break of a
large number of polymer chains, once their resistance to loading has
been reached. As a general rule of thumb, it can only be argued that
when viscoelastic effects dominate material behavior (that is, when
there is an amorphous phase and the material is used in applications
above the glass transition temperature), the damage modeling of poly-
mer chains should take into account some sort of time or strain rate de-
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pendence. Due to time-temperature equivalence effects, a similar claim
can support the need for the inclusion of temperature dependence as
well.

Specific loading conditions and modeling assumptions can lead
to different choices for polymer damage constitutive modeling. For in-
stance, quasi-static load imposition and isothermal conditions are often
assumed for several applications. Still, damage remains associated with
the breaking of secondary bonds and the onset of inelastic behavior, as
principal fibers are ever more responsible for bearing the applied loads.
In these cases, a common assumption, often made for metallic materi-
als, is the coupling of damage to plastic deformations in Lemâıtre-type
damage models (a very brief discussion on Lemâıtre models of damage
is made in chapter 5; for more details on the models, the interested
reader is referred to Lemâıtre (1996) and Lemâıtre & Desmorat (2005);
for applications of damage coupled to plasticity for polymers, one of
many examples can be found in Fancello et al. (2014)).

Other factors besides loading conditions can act as the driving
force behind material degradation in polymers. Their chemical struc-
ture can be affected by various factors, such as ultraviolet radiation and
exposure to aggressive chemicals. This type of phenomenon is usually
called ageing. Ageing plastics are known to become fragile and brittle,
a reflection of a chemical damage process taking place through time.
The physics underlying such phenomena is markedly different from that
of loading-based damage, and therefore require different tools and cou-
plings when it comes to modeling. The models proposed in chapter 5
of the present work do not deal with chemically driven damage, and
are restricted to thermomechanical loading driven damage.

While the breaking of principal bonds that make up polymer
chains can be described as the main mechanism behind damage of poly-
mers, other phenomena that evidence reduced material integrity can
also take place. Sometimes, modern observation techniques can help
visualize effects of a slightly larger length scale. For instance, microc-
racks and microvoids are a common appearance in damaged specimens,
in polymers as in metals. As it will be discussed in further detail in
chapter 5, a classic approach to the constitutive modeling of continuum
damage mechanics uses, as a measure of damage, the volume occupied
by microvoids in a representative volume element. In other words, this
approach associates damage to the appearance of voids, volumes not
filled by a bulk material that can bear the applied mechanical loads.

In figure 2.7, there is clear evidence of the development of mi-
crovoids in the fracture surface of a polycarbonate specimen. Instead
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of a flat fracture surface, expected when brittle failure occurs, a much
more rough texture can be observed, with the remnants of broken poly-
mer fibers clearly evident. The presence of these features in a fractured
surface indicates a region of compromised material integrity that trig-
gered fracture failure.

From the experimental observation of damaged specimens arises
the bridge between damage and fracture mechanics. While in damage
modeling microvoids and microcracks are considered infinitesimal, hav-
ing only volumetric influence upon material properties, fracture mod-
eling starts from a finite crack. It is clear, then, that coalescence of mi-
crovoids and microcracks into larger cracks serves as a de facto bound-
ary of application between the two classical families of constitutive
modeling.

Focusing now on failure and fracture of polymers, two character-
istic features are often observed: stress crazing and shear banding. A
brief overview of the physics underlying these phenomena serves a use-
ful primer on some of the micro and mesostructural aspects of polymer
fracturing.

Figure 2.7 – Details evidencing stress crazing for fractured surfaces of
polycarbonate. Left, crazes evident of the wake of a downward evolving
crack tip. Right: remains of broken fibers in a fractured surface [Source:
University of Cambridge’s DoITPoMS Micrograph Library]

Stress crazing, seen in figure 2.7, is in fact the main represen-
tation of the generation of microvoids and microcracks within loaded
polymer specimens. As secondary bonds break and principal chains
align with the loading direction, some of the forces that kept the bulk
material homogeneous are lost. In addition, some principal bonds may
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start to break in certain locations, giving rise to fibril-like structures
around a growing network of microvoids.

Experimental measures show a slight local increase in volume (or
reduced material density) in regions where stress crazing develops. The
remnants of broken crazes are mostly observed for specimens fractured
under tensile loading conditions, only rarely for compressive loadings.
Stress crazing is also the main reason for the rough fracture surfaces ob-
served in ductile polymers. Associated to large inelastic deformations,
crazing usually accompanies considerable plastic and viscous deforma-
tions, and is absent when brittle behavior dominates.

After the onset of stress crazing, as loading continues, microvoids
coalesce and give birth to cracks. As evidenced in figure 2.7, these
so called crazes are often present in the wake of an evolving crack.
They can be considered a means of increasing tenacity and fracture
toughness, by serving as obstacles to crack advancement (BILLMEYER,
2007; CALLISTER, 2007).

The presence of crazes as precursors to cracks suggests some in-
teresting choices in terms of modeling fracture in thermoplastics. Under
one point of view, the fibrils on the wake of the crack exert forces that
tend to close the crack tips, a phenomenon that constitutes the core
of cohesive zone damage models. This has been the model of choice in
the modeling of polymer fracture in Bjerke & Lambros (2003), Zreid,
Fleischhauer & Kaliske (2013).

Under a second point of view, regarding microvoids as evidence
of partial damage (since the bulk material remains capable of bearing
loads) and cracks as complete damage, there is a clear development of
a minimum length between sound and totally degraded portions of ma-
terial. Microscopic observations of fractured thermoplastic specimens
in the viscoelastic region seem to support the existence of such a char-
acteristic length (as observed in figure 2.7). For models that endeavor
to bridge the modeling gap between continuum damage mechanics and
fracture mechanics, the inclusion of such a characteristic length is cru-
cial in managing the change in modeling tools. The Thick Level Set
model, the nonlocal damage model of choice in the present document
(described in detail in chapter 6), was developed to deal with this type
of phenomenon.

Another common occurrence before fracture in polymers is shear
banding. Extensively studied for metals, shear bands are preferred
directions of plastic flow formed under loading as the microstructure
is led to move and conform. In thermoplastic polymers, the alignment
of principal chains tends to create bands where secondary bonds can
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more easily be broken and greater inelastic flow is possible. As principal
chains become more loaded, they may start to break, precluding even
further the possibility of elastic returns.

Appearing both in tensile and compressive loading conditions,
shear bands are responsible for strain localization in polymers. The
common necking observed in standard tensile specimens reflects the
appearance of shear bands in 45o angles with respect to the applied
loading direction, as represented in figure 2.8. As some principal bonds
break, polymer fibers rearrange and further align. Strains localize in
the most loaded region and form a neck, where two situations are exper-
imentally observed: either the neck ”spreads” to the full length of the
specimen, or concentration continues and the neck becomes narrower
as it approaches failure.

Figure 2.8 – Shear bands forming in polymer tensile specimens explain
necking and strain softening observed during standardized tensile tests
[Source: MIT OpenCourseWare]

Both the loading pattern and the characteristics of the inelastic
behavior of the polymer of interest will determine which of the paths
is followed. Different constitutive models are then needed to properly
capture these features of material behavior. Typically, when strain lo-
calization in the form of necking takes place, models of viscoplasticity
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(therefore incorporating permanent strains and strain-rate sensitivity)
are needed. Although plasticity models are not the focus of the present
work, it should be noted that different models for the shape and evo-
lution of the yield surface can be used to fit the observed phenomena.

As it will discussed in chapter 3, a common assumption, sup-
ported by strong experimental evidences (in pure shear tests, for ex-
ample), is that inelastic deformations are volume preserving. Shear
bands, consisting essentially of concentrated plastic deformations in
small bands, is also often observed to be isochoric. Plastic deforma-
tions are facilitated within the bands, happening at much higher rates
than elsewhere. In fact, most efforts to model the physics behind shear
bands take advantage of mathematical tools that introduce discontinu-
ities in displacement velocity fields. In other words, shear bands can
be regarded as regions of plastic instability, where large inelastic flows
take place.

Shear bands are a theme of interest in the field of thermome-
chanically coupled constitutive models. As for other phenomena re-
lated to the breaking of secondary bonds, shear bands are of a dissi-
pative nature. Strong local heat generation accompanies the onset of
shear bands. Given that the velocity of displacements becomes so high
within a shear band, a common modeling assumption is that there is
not enough time for the heat to dissipate and flow to other parts of
the body, i.e., adiabatic conditions are present. This led to the devel-
opment of the classical family of models dedicated to Adiabatic Shear
Bands, as in the later discussed variational approach of Su, Stainier
& Mercier (2014) for metals (where the occurrence of shear bands is
also common) and the many works related in chapter 9 of Dodd &
Bai (2012), among many others. As heat is locally generated in rates
higher than conduction can dissipate, material parameters can become
affected and trigger even further strain localization, through softening.

Within the present text, shear bands and strain localization are
of general interest as thermomechanically coupled phenomena, and of
specific interest as frequent precursors to failure in polymers. Locations
of strain localization are often locations of crack generation. Since
high plastic deformations occur, ductile fracture (and the associated
stress crazing previously discussed) is the usual failure mechanism. It
should be noted, though, that the models of viscoelasticity developed
in chapters 4−6, which do not include plastic deformations, are not
well suited to the description of adiabatic shear bands.

Therefore, the interest here is merely in contextualizing the mi-
cromechanics preceding different modes of failure in polymers. In addi-
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tion, in relating failure in polymers to dissipative and time-dependent
phenomena, the central goal is to justify the necessity of including vis-
cous phenomena into accurate models of degradation and failure of
polymers.

2.5 LIMITATIONS OF THERMO-VISCOELASTIC DAMAGE MOD-
ELS IN DESCRIBING POLYMER-LIKE MATERIAL BEHAV-
IOR

Before moving on to the core of this work, where constitutive
models encompassing time and temperature dependence in both the
fully sound and degraded behavior of polymers are devised and later
extended to include nonlocal information ruling the passage from dam-
age to fracture, it is necessary to go into some of the possible limitations
of the chosen models.

Using similar microstructurally-based arguments, some phenom-
ena commonly observed in polymers can be shown to fall outside the
scope of the models developed in chapters 4, 5 and 6 of the present
document, namely models of thermomechanically coupled viscoelastic
damage. Mentions to some of these shortcomings have already been
sprinkled through the previous subsections, but a more centralized view
merits its own space.

While the need to include time and temperature-dependent phe-
nomena to account for several facets of polymer behavior has hopefully
been well established at this point, the specific choice of the classes of
these phenomena is crucial in accounting for different features.

As discussed earlier, materials science literature on polymers of-
ten makes no distinction between different inelastic phenomena. Mov-
ing on to constitutive modeling efforts, choices on the matter have to
be made. In those choices lies the source of the limitations of said con-
stitutive models in reproducing experimentally-observed phenomena.

It is clear that the behavior of secondary bonds introduces a
time-dependence absent from pure plasticity models. However, as dis-
cussed earlier, secondary bonds may break and form between different
parts of the polymer network during loading, so that full recovery of
original dimensions is often impossible. The time scale of interest is an
issue, though.

Some experimental tests indicate that the recovery of original di-
mensions may continue in very long time scales: some polymer species
seem to keep the ability of going back to a more relaxed internal state.
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In that sense, the choice of viscoelasticity models, as done in the fol-
lowing, can be justified, as long as appropriate characteristic times are
included. These can often be much longer than those of the loading pe-
riods. Some of the presented examples will account for that possibility.

However, it must be admitted that within the time scales of
most applications, viscoplasticity models (or some combination between
viscoelasticity and plasticity) do seem to be more in tune with the
observed phenomena. Shear bands and other strain localization phe-
nomena may still appear in thermomechanically coupled viscoelasticity
models, as will become evident in some applications present later on,
but the correspondence between classical shear banding models may be-
come more difficult, especially in identifying the same geometrical fea-
tures of the shear bands, something that is not explored in the present
text.

Another discussion absent in the following chapters and often
observed in experiments with polymers approaching failure is the is-
sue of induced anisotropy, something that was mentioned earlier when
discussing stress crazing phenomena.

The models developed in the present text are all isotropic. Based
on the hypothesis of a random statistical orientation of long polymer
chains throughout the material, schematically represented in the struc-
ture of spherulites shown in figure 2.2, isotropy of material properties
can be easily lost as loading approaches the limiting resistance of the
polymer sample.

The micromechanics of induced anisotropy has been previously
discussed: it involves the breaking of secondary bonds and the ori-
entation of principal chains along the direction of higher tension. As
this happens, mechanical properties in transverse directions can differ
greatly from the direction aligned with loading. Models that do not
account for local fiber directions are intrinsically unable to account for
these phenomena.

This is one of the main motivations behind the development of
constitutive models featuring a mathematical description of polymer
chains and links, such as the one in Arruda, Boyce & Jayachandran
(1995). This type of modeling is clearly challenging. The appropri-
ate number of chains, their length and the angles between them are
dependent both on the polymer species and on processing conditions.
Additionally, the description of fiber orientation in a real specimen re-
quires the description of surface features introduced during fabrication.
The complexity of such a model is greatly increased, and its application
constrained to very specific conditions.
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In contrast, the models developed in the present work are con-
ceived as of more general application. They encompass the guiding
micromechanical phenomena of polymer behavior, but do not go into
the actual description of the microstructural features of polymers. This
can compromise the ability to describe all the complex phenomena ob-
served experimentally. In other words, the goal of the proposed models
is to offer qualitatively accurate models without the complexities of de-
scribing the internal fiber configuration parameters. Through the use
of several characteristic times in viscoelasticity and of a characteristic
length in the nonlocal damage modeling, however, the proposed mod-
els can remain general in structure (and thus more easily related to
other widely used constitutive models and computational tools) while
approximating the observed phenomena. As will be shown in chapter
6, the introduction of a characteristic length for the transition between
damage and fracture allows for the identification of preferred damaging
directions and introduce localization and crack initiation, ultimately
giving rise to fibril-like structures (cohesive tones) closely resembling
in stress crazing of polymers, even for a locally isotropic model.

In such a locally-simpler model, though, the rational description
of all micromechanical mechanisms, closely linked to the description
of fiber directions, gives way to a more phenomenological approach,
where sensitivity analysis and curve fitting become more important in
quantitatively matching what is experimentally observed.

Assuming isotropy can also become an issue when dealing with
block copolymers, where polymer chains are constituted by more than
one type of repeating unit or monomer grouped in separate blocks along
the polymer chains. In these cases, it is common to find non-uniform
microstructures. Instead of a network of randomly distributed poly-
mer chains, different parts of polymer chains may develop inclusion-like
structures. The different properties of these separate phases combine
in giving such copolymers their macroscopic properties.

Examples of such polymers include SBS, composed of styrene
and butadiene monomers organized in alternated polystyrene and polybu-
tadiene chains, a large class of thermoplastic elastomers (materials with
the inner structure of thermoplastics but the macroscopic behavior
associated to elastomers). Polystyrene sections of various chains or-
ganize in inclusion-like spheres, exhibiting much larger stiffness than
that of the randomly distributed and flexible sections of polybutadi-
ene, and working like crosslinks in classic elastomers. Figure 2.9 shows
a schematic representation of the structure of SBS.

Using an isotropic model for these cases is equivalent to a strong
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Figure 2.9 – Example of non-uniform microstructure of block copoly-
mers. Two-phase structure of SBS, a class of thermoplastic elastomer:
rigid spheres of polystyrene surrounded by randomly distributed net-
work of polybutadiene.

simplification, and may lead to poor models, seen as the microstructural
interfaces can serve as initiating locations for localization phenomena.
This class of problems is clearly more suited to a multiscale approach,
which falls outside the scope of the present text. As an alternative,
the models present in the following chapters do offer the possibility
of reproducing complex macrostructural properties through the use of
an arbitrary number of rheological elements and of nonlinear functions
for each portion of accumulated energy in the material. This remains a
simplification of cases where the microstructure is non-uniform, though.

Another possible issue for the models devised in the following is
the mechanism linking damage and heat capacity. As argued earlier,
thermal properties, as mechanical ones, are related to the microstruc-
ture of polymers. Long polymer chains dominate the response to both
mechanical and thermal loading, through a resistance to stretching and
temperature-induced molecule excitation. With the onset of damage,
these properties are altered. Breaks in principal chains severely reduced
the material’s ability of bearing loads - thus, compromising macro prop-
erties such as the elastic and viscous moduli. On the other hand, the
effect on thermal properties can be different.
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The concept of time-temperature equivalence discussed earlier
correlates thermal excitation to the easier breaking of secondary bonds,
in turn leading to higher viscous strains. This accounts for thermome-
chanical coupling, though, leaving aside purely thermal effects such as
conduction and heat accumulation. As the material is damaged, the
principle of time-temperature equivalence offers no evident explanation
for the evolution of thermal properties.

Although in the classical theory damage is linked to the appear-
ance of microvoids where no bulk material is present to bear imposed
stresses, evidence obtained for various materials shows that in a ther-
momechanically coupled context, these voids should not completely lose
their thermal capacity. A possible microstructural argument is that in
fact the voids are not completely empty spaces, but rather regions of
severely degraded material disconnected from neighboring regions. The
mechanical effect is that of a void, but the remnants of material are
still able to accumulate energy when their their temperature is altered.

The issue of damage in thermomechanically coupled problems
has been explored, for example, in Canadija & Mosler (2013), where it
is argued that a damaging function should not be applied to the heat
accumulation terms of a variational formulation of metal fatigue.

This was not done in the models presented in this work. In keep-
ing with a desired modular approach to damage, whereby the construc-
tion of the variational structure aims at a post-processing of damage
from an undamaged problem in the space of equivalent strains, all the
energy terms present in this undamaged equivalent state are equally
affected by the same damaging function. Thus, damage acts the same
way upon both thermal, mechanical and coupled terms. Such a choice
is thus limited.

It should be noted, however, that not applying any damage ef-
fects to heat capacity seems to pose its own, though smaller, problems.
The integrity of polymer chains remains the determining factor towards
the soundness of the material response. Even if the ability of accumu-
lating energy is not fully lost in a fully degraded polymer, it would seem
to be altered. Shorter portions of broken polymer chains will respond
differently to increasing temperature. Unbound by strong principal
bonds, shorter chains would seem to be at more of a liberty to vibrate
under increasing temperature, which would translate into lower heat
capacities.

The actual situation seems to lie between the limiting cases of a
fully undamaged and a fully damaged heat capacity term. This discus-
sion falls outside the scope of the present work, but it should be kept
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in mind when applying the proposed models. Some short observations
on different modeling choices are spread through the text, providing
ideas for future works, should the issue become a limitation for given
applications.

Still pertaining to the effects of damage over the material re-
sponse to various kinds of loading, a final important limitation of the
proposed models is due to the choice of a single damage mechanism.
Based on the microstructural argument that the damage variable is
a unified measure of the degradation of the bulk material, the use of
a single damaging function to all portions of accumulated energy can
prove to be too simplistic.

While the elastic response of polymers is linked to the resistance
of polymer chains to stretching (and thus to the increase of the dis-
tance between atoms covalently bonded atoms), it was argued that in-
elastic (viscous) strains are more closely related to breaks in secondary
bonds. As discussed above, thermal properties present their own evolu-
tion mechanisms when damage begins. With this in mind, the adoption
of a single measure of damage seems ill advised.

Throughout the text, some modeling alternatives are presented,
with different damage variables acting upon each part of the model.
The evolution of each damage variable would then have its own driving
mechanism.

Once more, the goal of devising a thermodynamically sound
blueprint for incorporating damage to previously existing constitutive
models was kept in mind. In choosing a single damage driving mecha-
nism encompassing a variety of phenomena, it was possible to construct
models keeping extensive modularity. Although some simplification
is implied in combining degradation of diverse sources, the proposed
framework this is done in constitutes an asset in extending the pro-
posed course of action to other realms of application in the future.

Keeping in mind both the advantages and the possible drawbacks
of thermo-viscoelastic damage models for the description of polymer
behavior, it is now possible to move on to the central part of this text,
where such models are developed within the framework of variational
formulations.
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3 REVIEW OF VARIATIONAL FORMULATION TO
DISSIPATIVE PROBLEMS

Chapter overview: Variationally based constitutive models
are available for a wide class of material models. Tradi-
tionally developed for conservative systems, where they were
associated to well established variational principles such as
that of minimum action (in Hamiltonian formulations) or
of minimum potential energy, variational approaches have
been extended to include dissipative problems. These mod-
els, based on incremental variational principles derived from
rate formulations, are able to describe phenomena ranging
from traditional plasticity and rate dependent problems all
the way to various complex forms of coupled multiphysics
problems. Following an introduction to some basic contin-
uum mechanics concepts and notations, this chapter presents
the foundations of variational constitutive modeling, partic-
ularly of the family of models originated by Ortiz & Stainier
(1999). An overview of currently available models is offered,
with larger emphasis on issues related to large strains, visco-
elasticity (FANCELLO; PONTHOT; STAINIER, 2006), ther-
momechanical coupling (YANG; STAINIER; ORTIZ, 2006; STAINIER;

ORTIZ, 2010) and damage (KINTZEL; MOSLER, 2011).

3.1 INTRODUCTION: CONSTITUTIVE MODELING AND VARIA-
TIONAL APPROACHES

Variational models have long been a staple of physical model-
ing. They include, as the first notable examples, principles of least
action, postulated since Maupertuis (early in the XV IIIth century)
and central to Lagrangian mechanics (late XV IIIth century), evoking
the tendency of natural processes to follow a path of least resistance.
With the advent of calculus of variations, they received proper math-
ematical formulations in describing a variety of physical phenomena,
ranging from classical mechanics, to optics and electromagnetism.

Within this context, the construction of Lagrangian functions,
obtained from the subtraction of kinetic and potential energies involved
for a given process, provides the necessary tools for the derivation of
equilibrium equations. The underlying variational principle being the
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stationarity of the action during a natural process. The derivation of
Euler-Lagrange equations remains, to this day, current practice in the
field of calculus of variations and a powerful tool in the development of
physical models of various sorts.

Later on, in the XIXth century, associated to the principle of
energy conservation, the development of Hamiltonian physics brought
about tools for reformulations of classical problems within a new frame-
work. Hamiltonian functions, the sum of kinetic and potential energies,
are considered stationary for conservative processes. Hamiltonian for-
malism would become essential towards the development of quantum
mechanics.

What these two classical branches of physical modeling have in
common is an energy-based approach to the description of balance and
equilibrium equations ruling a problem of interest. At their core lies
postulation of an underlying variational principle of stationarity, which
then leads to the recasting of the problem in an optimization light.
Furthermore, both Lagrangian and Hamiltonian physics were initially
restricted to conservative problems, precluding the treatment of dissipa-
tive phenomena, such as friction and viscosity, in the field of mechanics.

Continuum mechanics texts have made extensive use of such
classical variational formulations in constitutive modeling, that is, in
describing the material specific relations between variables of interest.
Among others, two notable examples should be mentioned: principle of
minimum potential energy and hyperelasticity. The principle of min-
imum potential energy of elastostatics states that the solution of a
problem is the displacement field that minimizes the potential energy,
given imposed conditions. Hyperelasticity models, and their applica-
tion to rubber-like nonlinear elasticity, are founded upon the existence
of a potential energy function, optimized with respect to independent
variables to obtain stresses.

Both of these examples are strictly variational, in the sense that
the energy-based functional is valid for all time. In other words, a
single canonical function describes the response of the material for any
point in time. This is only possible for time-independent processes and
conservative processes, as the various forms of dissipation take place
through time.

For that reason, the field of constitutive modeling developed sep-
arately of classical variational methods. Many materials of interest
exhibit essentially dissipative behaviors, such as when permanent de-
formations appear, when stress response is shown to be dependent on
the imposed strain rate or when heat flow is present.
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Only if the definition of variational formulations is loosened is it
possible to extend them to non-conservative problems. In that sense,
the principle of maximum dissipation, central to the development of
plasticity and other inelastic models, as an energy-based technique for
the derivation of internal variable evolution equations, can be regarded
as the main variational tool for dissipative applications.

A broader concept of variational formulations is behind the de-
velopment of a family of constitutive models, starting from Ortiz &
Stainier (1999), where the concept of incrementally variational models
was first discussed. Starting from rate formulations, postulating the
interconvertibility between all forms of energies, be them conserved or
dissipated, it is possible to obtain time-discrete formulations that are
variational within sufficiently small time steps. The present chapter
explores the central concepts behind these variational formulations for
dissipative problems (sometimes referred to as the family of variational
constitutive updates) and the currently available models within this
framework.

Before going into the subject, though, a brief review of central
concepts of continuum mechanics is sketched. Requirements for the
proposed constitutive models, kinematic relations, balance equations
and thermodynamic principles are presented in classical form. The goal
of all presented variational models shall be to obtain similar relations
from energy-based functionals.

3.2 CONTINUUM MECHANICS AND THERMODYNAMICS: KINE-
MATIC RELATIONS, BALANCE EQUATIONS AND THERMO-
DYNAMIC PRINCIPLES

The present subsection, far from being a self-contained text on
the mechanics and thermodynamics of continua, aims merely at set-
ting the notation for the remainder of the text while presenting the
necessary relations to properly describe thermomechanically coupled
material models, which constitute the core of the present works. High
quality texts on continuum mechanics abound, including (MALVERN,
1969; HOLZAPFEL, 2000; BONET; WOOD, 2008; GURTIN; FRIED; ANAND,
2010; SOUZA NETO; PERIC; OWEN, 2011), works to which are referred
those interested in deeper details and discussions. Meanwhile, the focus
is set on enumerating the main ingredients to constitutive modeling of
materials, namely: kinematics, balance equations and thermodynam-
ics. Notations and nomenclature adopted approach those of Gurtin,
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Fried & Anand (2010), chosen as base text for the special attention
devoted to thermodynamic issues.

As per custom, a body occupying a region of space is associated
to two distinct configurations: the reference configuration and the cur-
rent configuration. The reference configuration (denoted Ω from here
on), arbitrarily chosen (though often related to an unloaded state), is
assumed fixed in time. Every point of the material in the reference
configuration is defined by a position vector X, with respect to the
chosen frame of reference. The current configuration (denoted Ωt from
here on), on the other hand, is the position occupied by the body of
interest at a given time t. Every material point in the current con-
figuration has a position vector x, related to the equivalent point X
in the reference configuration by the time dependent one-to-one map-
ping x = χ(X, t) (see figure 3.1). The velocity of a material point is
then given by the material time derivative3.1 of the displacement map

(v = χ̇(X, t) = ∂χ(X,t)
∂t ).

The volume of the material is commonly associated to the Ja-
cobian, defined as J(X, t) = det∇χ(X, t), and must be always greater
than zero so that volumes do not vanish.

Equations can be described in terms of variables proper to the
reference configuration (Lagrangian or material expressions) or in terms
of variables proper to the current configuration (be it following a por-
tion of material through time, in what can be called updated La-
grangian formulations; or rather focusing on a fixed position in space
through which material can flow, in Eulerian or spatial expressions). In
the present text, as for others where large strains are of interest, there
is a general preference for Lagrangian expressions. The reasons behind
this choice are discussed opportunely.

When dealing with the motion of a body, more than only the
position of its points, it is necessary to map infinitesimal neighborhoods
around them or vectors originating from them, in order to properly
describe deformations. The deformation gradient is the second order
tensor3.2 that maps spatial vectors to corresponding material vectors,
and is defined as:

F = ∇χ(X, t) =
∂x

∂X
(3.1)

The deformation gradient can be decomposed into rotation (R)
and stretch tensors, respectively responsible for the change in direction

3.1For fixed material coordinates X.
3.2Second order tensors are denoted by bold uppercase letters.
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Figure 3.1 – Reference and current configurations of a body [Source:
adapted from (GURTIN; FRIED; ANAND, 2010)].

and length of the mapped vector. Depending on the assumed order of

the operations, left (V =
√

FFT , mapping spatial vectors to spatial

vectors) and right (U =
√

FTF, mapping material vectors to spatial
vectors) stretch tensors can appear in the classic polar decomposition
of the deformation gradient:

F = VR = RU (3.2)

Some additional measures of deformation can be derived, namely
the left (B) and right (C) Cauchy-Green tensors, and the Green-Lagrange
tensor (E) defined as:

C = FTF = U2 B = FFT = V2 E =
1

2

[
FTF− 1

]
(3.3)

All the above mentioned tensors can be decomposed spectrally in
terms of principal directions and stretches of the right and left stretch
tensors3.3, something that will be useful later on in the treatment of
large strains:

3.3Vectors are denoted by bold lowercase letters (with the exception of the previ-
ously defined material position vector X), scalars by regular lowercase letters.
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U =

3∑
i=1

γimi ⊗mi V =

3∑
i=1

γili ⊗ li

C =

3∑
i=1

γ2
i mi ⊗mi B =

3∑
i=1

γ2
i li ⊗ li

E =

3∑
i=1

1

2

[
γ2
i − 1

]
mi ⊗mi

(3.4)

By defining logarithms of tensors as operations on the principal
stretches, conserving the principal directions, it is possible to define the
logarithmic strain tensor as:

ε = ln U =

3∑
i=1

ln γimi ⊗mi (3.5)

Another second order tensor of interest, carrying information
on the evolution of the deformation gradient in time, is the gradient
velocity L. As any other tensor, it can be additively decomposed in
symmetric and skew-symmetric tensors, which bear information on the
rates of stretching (D) and spin (W), respectively:

L = grad v =
∂v

∂x
L = ḞF−1

L = D + W D =
1

2

[
L + LT

]
W =

1

2

[
L− LT

] (3.6)

In addition to the kinematic relations listed up to this point, bal-
ance equations of different natures must be respected for the body of
interest. Either expressed in integral form over the domain or in local
form, valid for arbitrarily small volumes, balance equations represent
the conservation of different physical quantities. Depending on the cho-
sen volume, be it in material, spatial or control volumes (i.e., volumes
fixed in space, through which matter can flow, not used for any of the
formulations proposed in the present text), balance equations take on
different forms.

As a first example, since mass cannot be created or vanish in
a non-relativistic context, a balance of mass on a given volume must
be respected. Following the volume occupied by the material through
time, the amount of mass (commonly represented as the volume integral
of the mass density ρ(x, t); in material notation, ρ0(X)) must remain
constant, as in equation 3.7a:
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∫
Ω

ρ0(X)dv0(X) =

∫
Ωt

ρ(x, t)dv(x, t)
˙∫

Ωt

ρ(x, t)dv(x, t) = 0 (3.7a)

∫
Ωt

[ρ̇+ ρdivv] dv = 0 ρ̇+ ρdivv = 0 (3.7b)

Equation 3.7b (where the dependence on the spatial coordinates
x and time is dropped for brevity) shows two time-dependent terms: the
proper material time derivative of mass density (ρ̇) and the mass flow
due to the velocity (ρdivv). This comes naturally from the application
of the Reynolds transport theorem to the mass density field. The second
expression of equation 3.7b shows the local form of mass balance, valid
for any arbitrary spatial volume, that convects with the body.

Another quantity that is conserved is linear momentum. When
subjected to surface tractions (denoted t(n,x, t), where n(x, t) denotes
the unit normal to the infinitesimal area dΓ about point x; representing
forces applied to the surface of the body ∂Ωt) and body forces (denoted
b0(x, t); representing volume dependent forces, such as gravitational
pull), the body’s linear momentum (calculated by the integral

∫
Ωt
ρvdv)

varies in order to maintain mechanical equilibrium, as in equation 3.8a.
An alternative form of the balance of linear momentum is usual,

based on the first measure of stress. Cauchy stress (σ), a spatial sec-
ond order tensor, is related to surface tractions through t(n,x, t) =
σ(x, t)n, following Cauchy’s theorem. This definition leads to equa-
tion 3.8b. ∫

∂Ωt

t(n,x, t)dΓ +

∫
Ωt

b0(x, t)dv =
˙∫

Ωt

ρvdv (3.8a)

∫
∂Ωt

σ(x, t)ndΓ +

∫
Ωt

b0(x, t)dv =
˙∫

Ωt

ρvdv (3.8b)

It is possible to adopt a different definition of body forces, includ-
ing inertial terms (b = b0 − ρv̇), which allows for a more economical
notation of linear and angular momentum balances.

Angular momentum also has to be conserved. Obtained through
the vector product of the linear momentum balance by a position vector
(r), angular momentum equations are provided below.∫

∂Ωt

r× t(n,x, t)dΓ +

∫
Ωt

r× b(x, t)dv = 0 (3.9a)
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∫
∂Ωt

r× σ(x, t)ndΓ +

∫
Ωt

r× b(x, t)dv = 0 (3.9b)

A straightforward application of the divergence theorem to the
balance of linear momentum allows for the substitution of the surface
integral by a volume integral, yielding alternative expressions, in inte-
gral (equation 3.10a) and local (equation 3.10b, where the dependence
on x and time were dropped for brevity) forms. It is possible to prove
that, given the balances of linear and angular momentum, the Cauchy
stress tensor is symmetric.∫

Ωt

[divσ(x, t) + b(x, t)] dv = 0 (3.10a)

divσ + b = 0 divσ + b0 = ρv̇ (3.10b)

In order to obtain an energy balance equation, since forces are
power conjugate to velocities, it suffices to operate the dot product of
the applied forces with the velocity field v. Given the symmetry of
the Cauchy stress tensor and applying the divergence theorem to the
product σ(x, t)n.v, the balance of mechanical power follows in equa-
tion 3.113.4.

∫
∂Ωt

σn.vdΓ +

∫
Ωt

b0.vdv =

∫
Ωt

σ : Ddv +
˙∫

Ωt

1

2
ρv.v (3.11)

The terms on the left-hand side of the equality are commonly
called the external power (Wext(Ωt)). The first term on the right-hand
side (Wint(Ωt) =

∫
Ωt
σ : Ddv) is the internal stress power, while the

last term is the rate of kinetic energy (K̇(Ωt) =
˙∫

Ωt

1
2ρv.v). For quasi-

static applications, inertial terms can be disregarded, and the power
balance is calculated only between internal and external power sources.

Aside from Cauchy stresses, other measures of stress are fre-
quently used. Notable among them are the First and Second Piola-
Kirchhoff stress tensors, used for the expression of balance equations
in reference form.

The First Piola-Kirchhoff stress tensor (P) relates forces mea-
sured in the material configuration to tractions acting upon areas in the
reference configuration. It can be obtained from the Cauchy stress as:
P = JσF−T , and is therefore not necessarily symmetric. It is possible

3.4Alternatively, by considering velocities as test functions in the lead up to equa-
tion 3.11, the classical principle of virtual power can be formulated.
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to show the local form of the mechanical equilibrium equation 3.10b
reads, in referential version (where vR and b0R are the velocity and
body force fields in Lagrangian coordinates):

DivP + b0R = ρRv̇R (3.12)

The Second Piola-Kirchhoff stress tensor (S), in turn, relates
forces measured in the reference configuration to areas measured in
the reference configuration. It transforms from the Cauchy stress as:
S = F−1P = F−1JσF−T , keeping the symmetry property.

Each stress measure must paired with appropriate measures of
strains in order to yield energy units in the balance of mechanical power
(equation 3.11). The deduction is omitted here, but it can be shown
that the following pairs are stress conjugate:∫

Ωt

σ : Ddv =

∫
Ω

P : ḞdV =

∫
Ω

1

2
S : ĊdV (3.13)

Keeping within an energetic framework, the following balance
principle that must be respected in all thermodynamic processes is the
energy balance, expressed in the First Law of Thermodynamics. It
expresses the interconvertibility between different forms of energy.

So far, only mechanical sources of energy have been explored: ex-
ternal power input, internal stress power and kinetic energy. In order
to move on to the first law of thermodynamics in a thermomechanical
setting, it is necessary to introduce other quantities of interest to fully
define the thermodynamic state. While for the purely mechanical side
of things, position (and derived quantities such as velocity, stretch and
strain) and force were able to characterize the problem, when thermal
effects are included two additional quantities arise: absolute tempera-
ture (T ) and entropy (η).

In order to encompass all different forms of energy that can be
stored in a volume of material (in a thermomechanical context, either
through internal stresses or through heat capacity, as will be explored
further along), the internal energy (ER(Ω) =

∫
Ω
ρReR(X, ηR, t)dV in

referential form, E(Ωt) =
∫

Ωt
ρe(x, η, t)dv in current coordinates) is

defined. The internal energy can be shown to serve as a potential for
temperature, in the sense that: T = ∂e

∂η .
The thermal counterpart to the external power input is the heat

flow, including all forms of thermal energy input, i.e. heat conduc-
tion through the surface and volumetric heat generation (QR(Ω) =∫
∂Ω
−qR.nRdΓR+

∫
Ω

rRdV in referential form, Q(Ωt) =
∫
∂Ωt
−q.ndΓ+
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∫
Ωt

rdv in spatial form)
The conservation of energy, therefore, imposes that the rate of

change in accumulated forms of energy (internal or kinetic) be equal
to the input power rate (external forces or heat flow), as expressed in
equation 3.14:

˙K(Ωt) + E(Ωt) =Wext(Ωt) +Q(Ωt) (3.14a)

˙∫
Ωt

1

2
ρv.v +

∫
Ωt

ρedv =

∫
∂Ωt

[σn.v− q.n] dΓ +

∫
Ωt

[b0.v + r] dv

(3.14b)
Using the definition of internal stress power and the divergence

theorem on heat flux terms, it is possible to arrive at the following
forms for the first law of thermodynamics in current (equation 3.15, in
global and local forms) and referential coordinates (equation 3.16, in
global and local forms).

˙∫
Ωt

ρedv =

∫
Ωt

[σ : D− divq + r] dv, ∀dv (3.15a)

ρė = σ : D− divq + r (3.15b)

˙∫
Ω

ρReRdV =

∫
Ω

[
P : Ḟ−DivqR + rR

]
dV, ∀dV (3.16a)

ρRėR = P : Ḟ−DivqR + rR (3.16b)

While the first law of thermodynamics states the possibility of
interconversion between different forms of energies, it poses no restric-
tion on the direction of such conversions. All that is guaranteed is that
no energy is lost. However, natural processes do have a preferential
direction. The introduction of entropy aims at measuring the so called
”arrow of time” of thermodynamic processes.

Usually associated to the degree of disorder due to the local ag-
itation of molecules (GURTIN; FRIED; ANAND, 2010), entropy can be
either transported (J (Ωt)) or locally generated. The underlying prin-
ciple guiding all thermodynamic processes is that, for every material
region, the net entropy production S(Ωt) must be equal or greater than
zero. Denoting I(Ωt) =

∫
Ωt
ρηdv as the net internal entropy (where η

is the entropy density), the general expression of the Second Law of
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Thermodynamics reads:

S(Ωt) = İ(Ωt)− J (Ωt) ≥ 0 (3.17)

Other than a measure of disorder, entropy is equivalently a mea-
sure of irreversibility of thermodynamic processes. For instance, heat
flows naturally from hotter to colder parts of the body. The process
is irreversible, in the sense that, in order to pump heat from colder to
hotter regions, it is necessary to provide power. Thus, it is possible
to equate the direction of heat flux with the direction of entropy flux
for natural processes, weighted by temperature (T ). Local heat gener-
ation can also be associated to local entropy generation, yielding the
classical Clausius-Duhem form of the second law of thermodynamics of
equation 3.18:

˙∫
Ωt

ρηdv ≥ −
∫
∂Ωt

q

T
.ndΓ +

∫
Ωt

r

T
dv (3.18)

As it was done for the first law of thermodynamics, an applica-
tion of the divergence theorem produces a local version of equation 3.18,
as follows:

ρη̇ + div
[q

T

]
− r

T
≥ 0 (3.19)

Simple manipulations for allow a mixture of the first (equa-
tions 3.15 and 3.16) and second laws of thermodynamics in local ver-
sion, respectively for reference and current coordinates as follows in
equations 3.20 and 3.21.

ρ [ė− T η̇]− σ : D +
1

T
q. gradT ≤ 0 (3.20)

ρR [ėR − T η̇R]−P : Ḟ +
1

T
qR.∇T ≤ 0 (3.21)

Dealing with the internal energy may not be of practical interest,
seeing as it counts entropy as one of its natural independent variables, a
quantity that can be challenging to measure. A new measure of energy
can be introduced through a Legendre-Fenchel transform of the internal
energy, in order to handle temperature as an independent variable.
The specific Helmholtz free energy (w in material coordinates, wR in
reference coordinates)3.5 is therefore defined as:

3.5Different measures of free energy are often related to physical interpretations
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w(x, T, t) = inf
η

[e(x, η, t)− Tη] (3.22)

And equation 3.20, sometimes referred to as the free energy im-
balance, becomes:

ρ
[
ẇ + ηṪ

]
− σ : D +

1

T
q. gradT ≤ 0 (3.23)

Since heat flux and temperature gradient always have opposing
directions, the term q. gradT will always be less than or equal to zero.
Therefore, a reduced (though stronger) version of the second law of
thermodynamics, often referred to as the Clausius-Planck inequality,
reads as follows, where the concept of internal dissipation (Dint) was
introduced:

Dint = σ : D− ρ
[
ẇ + ηṪ

]
≥ 0 (3.24a)

DintR = P : Ḟ− ρR
[
ẇR + ηRṪ

]
≥ 0 (3.24b)

It is possible to introduce the definition of internal dissipation
into the local forms of the first law ( 3.15 and 3.16, in current and
reference coordinates respectively), in what is commonly referred to as
the entropy form of the first law of thermodynamics and constitutes an
expression for the evolution of entropy:

T η̇ = −divq +Dint + r (3.25a)

T ˙ηR = −DivqR +DintR + rR (3.25b)

So far, only balance equations and thermodynamic principles
have been presented. For every thermodynamic process, these rela-
tions must be respected. However, they bring no information on the
relations between variables (for instance, how the Cauchy stress tensor
relates to the displacement field, or how entropy evolves with changes
in temperature). That is the role of constitutive equations.

of the type of available energy they represent. Obtained through Legendre-Fenchel
transforms of the internal energy (which represents the sum of all types of micro-
scopic energies that can be volumetrically stored), every new measure of energy has
its own set of natural independent variables. In this context, enthalpy, for instance,
corresponds to available energy for processes at constant pressures; its natural in-
dependent variables are pressure, entropy and time. The Helmholtz free energy,
on the other hand, constitutes the available energy in isothermal processes, and is
therefore often used in purely mechanical applications.
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3.3 CONSTITUTIVE MODELING: COLEMAN-NOLL PROCEDURE
AND INTERNAL VARIABLES

While the previously presented equations remain valid for all
materials, constitutive equations characterize specific material behav-
iors. The goal is to build consistent equations relating different physical
quantities as follows (for brevity, only reference configuration versions
are presented and time dependence is omitted; the Helmholtz free en-
ergy is defined from its specific counterpart as WR = ρRwR):

WR = WR(X, T ) (3.26a)

ηR = ηR(X, T ) (3.26b)

P = P(X, T ) (3.26c)

In order for such equations to bear significant meaning, two cen-
tral requirements have to be met: thermodynamic consistency and
frame-indifference (in other words, an independence with respect to
changes to the observation frame3.6). Therefore, instead of using the
position X, a frame dependent measure, the right Cauchy-Green strain
tensor (C, defined in equation 3.3) is often preferred. Its power con-
jugate measure of stress, the second Piola-Kirchhoff tensor, is then
adopted for consistency.

In addition, the description of internal processes of dissipation,
representing various features such as viscosity, plasticity, damage, or
others, needs the inclusion of more internal variables. The variables
that carry this sort of information can be of different natures, be it
scalar, vectorial or tensorial (they are generally denoted Z in the fol-
lowing), according to the corresponding physical phenomenon.

The set of constitutive equations then has the following form:

WR = WR(C,Z, T ) (3.27a)

ηR = ηR(C,Z, T ) (3.27b)

S = S(C,Z, T ) (3.27c)

Starting from equation 3.23, and the set of independent variables

3.6The internal energy (and entropy, as scalar fields) should be the same when
measured by different inertial observers. Since the first Piola-Kirchhoff stress tensor
is shown not to be frame invariant, it is sometimes preferable to deal with the
second Piola-Kirchhoff stress tensor (S), the power conjugate to the rate of the
right Cauchy-Green stress tensor.
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C,Z, T , it is possible to arrive at a common form for a dissipation
inequality:

[
∂W

∂C
: Ċ +

∂W

∂T
: Ṫ +

∂W

∂Z
: Ż + ρRηRṪ

]
− 1

2
S : Ċ +

1

T
qR.∇T ≤ 0

(3.28)
The above equation 3.28 must be valid for all admissible thermo-

dynamic processes. A key step in proposing new constitutive models,
the so called Coleman-Noll procedure consists in testing the dissipation
inequality for any such virtual processes. Equations relating different
physical quantities, the objective behind constitutive modeling, come
as a result.

By admitting a process where Ċ 6= 0, while Ṫ , Ż = 0, the follow-
ing constitutive relation for (conservative) stresses is evidenced:

S(C,Z, T ) = 2
∂W

∂C
(3.29)

Equivalently, for a process where Ṫ 6= 0, while Ċ, Ż = 0, it is
clear that the Helmholtz free energy serves as a potential for entropy,
with respect to temperatures:

ρRηR(C,Z, T ) = −∂W
∂T

(3.30)

Substituting these results back into equation 3.28, all that re-
mains is a reduced dissipation inequality:[

∂W

∂Z
: Ż

]
+

1

T
qR.∇T ≤ 0 (3.31)

As stress and strain, or temperature and entropy, internal vari-
ables are energy-conjugate to thermodynamic forces conveniently de-
fined as: Y = −∂W∂Z . Then, by comparing to equation 3.23 it is clear
that internal dissipation corresponds to:

DintR = ρRY : Ż ≥ 0 (3.32)

In other words, guaranteeing non-negative internal dissipation,
defined with respect to internal variables and conjugate thermodynamic
forces as in the above equation 3.32, is equivalent to respecting the
second law of thermodynamics. In other words, the development of
thermodynamically consistent material models hinges on the definition
of the evolution equations of internal variables and the constitutive
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equation for their conjugated thermodynamic forces.
The variational approach to constitutive modeling of dissipative

processes is essentially a tool towards this goal, as will be discussed
in the following subsection. It should be made clear, though, that the
Coleman-Noll procedure is general, and helps to determine restrictions
upon the proposed constitutive equations whatever the chosen method
of formulating constitutive equations may be.

Before moving along to the next subsection, though, a brief look
upon issues related to purely thermal and thermomechanically coupled
problems is necessary.

Heat capacity is a useful process in describing thermomechani-
cal processes. Reflecting a material’s ability of accumulating energy
through increase of temperature, heat capacity is defined as: C =
∂e
∂T |fixedC. Alternatively, heat capacity can be expressed in terms of
Helmholtz free energy (using equation 3.22).

C(C,Z, T ) = T
∂ηR
∂T

= −T ∂
2W

∂T 2
(3.33)

Strictly positive heat capacities are imposed, for all tempera-
tures. By the above equation 3.33, this is equivalent to stating that
entropy must be monotonically increasing with temperature and that
the Helmholtz free energy must be strictly concave with respect to
temperature.

For coupled thermomechanical processes, the coupling term is
determined by the derivative of stresses with respect to temperature (or
the cross derivative of the Helmholtz free energy with respect to strains
and temperatures, for a more energy-based point of view). From equa-
tion 3.29 and using equation 3.33, it becomes clear that constitutive
equations for stress and heat capacity cannot be defined independently.

∂S

∂T
= 2

∂

∂T

(
∂W

∂C

)
= 2

∂

∂C

(
∂W

∂T

)
= −2

∂ηR
∂C

∂2S

∂T 2
= −2

∂

∂T

(
∂ηR
∂C

)
= −2

∂

∂C

(
∂ηR
∂T

)
= − 2

T

∂C
∂C

(3.34)
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3.4 VARIATIONAL APPROACHES TO MECHANICAL DISSIPA-
TIVE PROBLEMS: FUNDAMENTALS OF INCREMENTAL CON-
STITUTIVE UPDATES APPLIED TO VISCOPLASTICITY, VISCO-
ELASTICITY AND DAMAGE

The use of internal variables to describe internal processes, as
described in the previous section, has been standard practice in the
field of constitutive modeling for decades. The need of variables to store
information related to dissipative processes clearly became a necessity
as soon as the move from elastic materials to inleastic materials was
made.

Devising a set of internal variables is not a task to be done freely,
though. In the interest of developing thermodynamically consistent
material models, internal variables and their associated thermodynamic
forces are required to obey equation 3.32.

Early work by Halphen & Nguyen (1975) helped define a class of
materials for which this central constraint would always be respected.
Generalized standard materials (GSM) were defined as those whose
thermodynamic forces (Y) associated to internal variables (Z) could
be derived from a dissipative pseudo-potential (denoted ψ(Ż)), holding
the property of convexity with respect to the rate of internal variables.
In doing so, the product Y : Ż is guaranteed to be positive, ensuring
positive dissipation and thermodynamic consistency. The concept has
since been applied to model a variety of material behaviors, in various
modeling frameworks.

Taking tools from the early works on standard dissipative solids
(a subclass of generalized standard materials where maximum dissipa-
tion is guaranteed, and the flow rule for internal variables is associa-
tive), in order to ensure the respect of the second law of thermodynam-
ics, Ortiz & Stainier (1999) proposed taking a variational approach to
the modeling of dissipative behavior. Viscoplasticity was the focus of
their first modeling efforts.

While classical variational approaches to constitutive modeling
were restricted to conservative problems (such as in elasticity and hy-
perelasticity, as previously discussed), since potentials, in a strict sense,
uniquely describe a conservative problem, for all time and loading, the
novel approach3.7 was able to deal with dissipative problems through

3.7It should be noted that energy-based approaches to dissipative problems have
long been available. The principle of maximum dissipation clearly has a variational
character, and has been used from the early models of plasticity and other inelastic
behaviors in determining the evolution of internal variables. In this context, accord-
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incremental variational principles. In other words, by assuming that
dissipative problems could be accurately described by a more loosely
defined potential (incrementally built and taking into account the dis-
sipation behavior of interest), the toolbox of variational modeling could
be extended to a much broader family of problems.

Dissipative problems, even in more standard approaches that
do not make use of variational structures, are frequently solved incre-
mentally. Dissipation occurs through time, and material behavior can
be history dependent. Thus, the determination of intermediate states
between sufficiently small time steps is necessary.

The same is true in the variational approach to dissipative prob-
lems. Solutions are calculated incrementally, in sufficiently small time
steps, so that all eventual time-discrete approximations of evolution
equations keep within an error tolerance. What is different is assuming
the problem to be variational within a time step, that is, assuming the
problem to be ruled by an incremental variational principle, including
both conservative and dissipative variations of energy. Determining
incremental solutions can then be done using optimization tools. Fur-
thermore, by imposing some mathematical properties on the potentials,
mathematical features such as the existence of solutions or symmetry
of material tensors (absent from non-variational approaches to thermo-
mechanics, for example) can be guaranteed.

Variational formulations for dissipative problems typically start
from energy-based equations in rate form (equation 3.35, for purely me-
chanical problems), stating the interconversion between different types
of accumulated and dissipated energies. Classical potentials (Helmholtz
free energy W , for one possibility) are used to describe conservative
parts of energy, stored elastically, through heat capacity, or otherwise.
Dissipation pseudo-potentials (ψ, with units of power, depending on
the rates of independent variables and possibly of their history), con-
vex with respect to the rates of internal variables as in the framework
of standard dissipative solids, are used to describe internal processes.
Both conservative and dissipative contributions are gathered in a single
functional, dependent on the rates of independent variables, together
with the external power input representing the corresponding boundary
value problem(Wext(Ω) =

∫
∂σΩ

t̄R.vRdΓ +
∫

Ω
bR.vRdV , as previously

ing to Mosler & Bruhns (2009), the central contribution in Ortiz & Stainier (1999)
is in the discretization of the variational principle, whose stationarity conditions
yield all the necessary equations (both internal variable evolution, as in maximum
dissipation, and equilibrium relations). This feature is the reason behind the some-
times used name of variational constitutive updates, to the family of models derived
from Ortiz & Stainier (1999).
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defined in equation 3.11). This functional is assumed to be station-
ary, in the spirit of energy conservation. Internal dependence on the
referentially measured velocities are implicit in Ċ.

H(vR, Ż) =

∫
Ω

[
Ẇ (C,Z) + ψ(Ċ, Ż; C,Z)

]
dV −Wext(Ω) (3.35)

The assumed stationarity of the global functional translates to
its Gâteaux derivatives with respect to independent variables. In varia-
tional fashion, then, through the stationarity with respect to strains and
internal variables, the equations for mechanical equilibrium and evolu-
tion of internal variables are respectively recovered in equations 3.363.8.
The definitions of the right Cauchy-Green strain tensor and the prop-
erty of the Helmholtz free energy of serving as a potential for the second
Piola-Kirchhoff stress tensor are assumed known a priori.

Dv[H](δv) =

∫
Ω

[
∂W

∂C
+
∂ψ

∂Ċ

]
: ∇δvdV

−
∫
∂σΩ

t̄R.δvdΓ−
∫

Ω

bR.δvdV = 0, ∀admδv (3.36a)

DŻ[H](δŻ) =

∫
Ω

[
∂W

∂Z
+
∂ψ

∂Ż

]
: δv̇dV = 0, ∀admδŻ (3.36b)

It is interesting to observe the possible appearance of a stress-
like term depending on the dissipation pseudo-potential ( ∂ψ

∂Ċ
). While

the Helmholtz free energy carries information on the conservative part
of stress, stored elastically in the bulk of the material, the dissipa-
tion pseudo-potential is responsible for carrying information on non-
conservative stresses. These sort of stresses, appearing due to the
imposed strain rate, have a viscous character. They are often called
dissipative stresses, and are important in modeling the stress-strain
behavior of polymers and other strain rate dependent materials.

In contrast to other standard approaches to constitutive mod-
eling of dissipative materials, in Ortiz & Stainier (1999) and papers
deriving from it, the choice is not to apply time discretization to in-
ternal variable evolution equations, but rather, to the full variational

3.8The choice of velocity as an independent field was done in order for the final
equations to match the definition of external power input. It is possible to choose
Ċ as the independent variable, but it requires rewriting the external power output.
The resulting equations remain equivalent to mechanical equilibrium.
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principle, expressed in rates in the general form of equation 3.35. This
yields incremental variational equations of the following form, repre-
senting the full boundary value problem (where boundary and body
forces are taken at the end of the time step - their indexes n + 1 are
dropped, for simplicity of notation):

Hn(xn+1,Zn+1; xn,Zn) =∫
Ω

[
W (Cn+1,Zn+1)−W (Cn,Zn) + ∆tψ

(
∆C

∆t
,

∆Z

∆t
; Cn+α,Zn+α

)]
dV

−
∫
∂σΩ

t̄R.[xn+1 − xn]dΓ−
∫

Ω

bR.[xn+1 − xn]dV (3.37)

At every time step, from a known initial state (at time tn) and
by imposing some form of load (through force or strain increments,
for instance), the goal is to find the values of the remaining physical
quantities at the end of the time step (at time tn+1). Velocities are
approximated by a simple difference scheme (vn+1 = (xn+1−xn)/∆t),
allowing the displacement field to be used as independent variable.

The Helmholtz free energy is a state function, meaning that its
rate is exactly the difference between its values at tn (assumed known)
and tn+1 divided by the time step ∆t. Meanwhile, dissipation is an
instantaneous rate of energy. Its time discretization hinges on the choice
of an appropriate intermediate value3.9, evaluated at some point tn+α

(for a fully implicit scheme, clearly, α = 1; for a fully explicit scheme,
α = 0). The size of the time step determines the amount of error being
introduced through this assumption. As time steps become smaller,
consistency is guaranteed, as the underlying rate form is recovered.

Once again, stationarity with respect to independent variables
(xn+1,Zn+1) yields the necessary equations to determine the desired
values of stresses and internal variables at the end of the increment, in
so called variational constitutive updates. It is important to remem-
ber that, although the second law of thermodynamics does not come
out explicitly from the incremental potential Hn, the use of convex
pseudo-potentials with respect to the rate of internal variables guaran-
tees positive internal dissipation.

3.9In order to distinguish from the dissipation pseudo-potential in rates, it is usual
to adopt the notation ψ in the incremental context. This has not been done through-
out this text so as not to further burden the notations. Both the description of the
independent variables and the context will make clear when rate or incremental
forms are implied.
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While mechanical equilibrium takes into account forces acting
upon the boundary of the body, and is therefore of a global charac-
ter, the optimization with respect to internal variables are essentially
local. As will be explored in the following chapters, this can lead to
a separation of problems, the global optimization being done upon an
effective potential, for which the internal variables have already been
determined.

These concepts, initially presented for viscoplastic problems in
Ortiz & Stainier (1999), were general enough to encompass a variety of
dissipative material behaviors, some of which are briefly reviewed be-
low, with an emphasis on their new contributions. For every problem of
interest, adequate choices of internal variables and corresponding dis-
sipation pseudo-potentials are needed to properly account for different
physics. Additionally, different forms of stored energy can appear in
different contexts. In this context, it is common to assume the hypoth-
esis of additive decomposition of the Helmholtz free energy.

In Fancello, Vassoler & Stainier (2008), a variety of plasticity
models was included in the variational framework. Spectral quantities
of plastic strains were chosen as internal variables. Isotropic poten-
tials, depending only on the principal values of plastic strains, were
used to model linear, exponential and logarithmic modes of hardening,
in various combinations. The Helmholtz free energy potential included
plastically stored energy by means of hardening. The optimization with
respect to internal variables was shown to resemble classic predictor-
corrector schemes of plasticity: an initial elastic predictor was used to
determine the sign of the derivative with respect to the plastic incre-
ment, and to decide if plastic minimization was necessary.

Later on, making use of a different parameterization of plas-
tic dissipation, non-associative plasticity (MOSLER; BRUHNS, 2009) and
kinematic hardening (MOSLER, 2010) were variationally modeled by
Mosler and co-workers. It is important to note that, according to
Mosler (2010), non-associative plasticity does not fit the traditional
framework of standard dissipative solids which derive from the principle
of maximum dissipation for associative materials (where the direction
of flow is normal to the yield surface). It is shown that a reparam-
eterization of dissipation with respect to stresses, instead of only the
rate of internal variables, gives more flexibility in determining flow di-
rections independently from yield surfaces, and allows for modeling of
Armstrong-Frederick plasticity, for example. The same type of repa-
rameterization of dissipation, together with a split of plastic strains
in volumetric and isochoric parts, has been used in Mosler & Bruhns
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(2009) to account for other non-associative plasticity models with pres-
sure dependence, such as Mohr-Coulomb and Drucker-Prager.

In Fancello, Ponthot & Stainier (2006) and Fancello, Ponthot
& Stainier (2008), the framework of variational modeling of dissipa-
tive materials was extended to large strain viscoelasticity, a class of
models essential for the description of polymer-like behavior. As in
Fancello, Vassoler & Stainier (2008) for plasticity, isotropic potentials
depending on eigenvalues of inelastic strains (more specifically, viscous
strains) were chosen, something that constitutes an efficient tool in
dealing with large strain phenomena. The optimization with respect
to principal directions of viscous strains was shown to be analytically
solvable, and equivalent to having colinearity between elastic and vis-
cous strain tensors. More details on the full development of the large
strains viscoelastic treatment can be found in the following chapter, as
a way of coupling a very similar model to thermal effects is explored in
detail.

Damage phenomena, essentially dissipative, were also modeled
with variational constitutive updates in Kintzel & Mosler (2011). Used
as a tool to represent low cycle phenomena in metals, two different
types of damage models were framed variationally. The brittle damage
model, more closely related to classical models of elastic damage, was
based on an evolution of damage variables dependent exclusively on
elastic strains. The ductile damage model, on the other hand, bearing
similarities to Lemâıtre-type plastic damage models (LEMAÎTRE, 1996),
had the evolution of damage variables coupled to that of the plastic in-
crement at every time step. In addition, the proposed formulation lent
itself to an uncoupled update of plastic and damage variables, in other
words, plasticity could be solved in an equivalent stress state. That
constitutes the inspiration behind the proposed approach in chapter 4,
for the thermomechanically coupled viscoelastic damage model. More
details on the full formulation are discussed there.

Other classes of problems, such as single crystal plasticity (OR-

TIZ; REPETTO, 1999; STAINIER; CUITIÑO; ORTIZ, 2002), composite ma-
terials (BRASSART et al., 2012) and plasticity of metallic foams (WEIN-

BERG; MOTA; ORTIZ, 2006; VASSOLER, 2009), among others, have been
modeled with variational methods. These classes of models are less
applicable to the constitutive modeling of polymer-like behavior, and
are therefore merely mentioned here, without futher details.

More than just another tool in developing constitutive models,
though, variational constitutive updates are used for their mathemat-
ical properties. The structure of variational formulations can be ex-
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plored to prove consistency of proposed material models, convergence
with respect to known analytic solutions and proofs of existence of so-
lutions, that help validate the framework (see, for example, Brassart
& Stainier (2012)). It can also serve as a tool toward the easy eval-
uation of derivatives in sensitivity analysis, used for the identification
of material parameters (FANCELLO et al., 2008), among others. Er-
ror estimation efforts are also aided by the mathematical properties of
variational formulations, as in Radovitzky & Ortiz (1999), for exam-
ple. Multiscale approaches, where scale transitions are ruled by energy
minimization rules, can also make use of the variational framework, as
in Miehe (2002) and Bleier & Mosler (2013). Other works make use
of the variational structure in mesh refinement strategies, where en-
ergy concentration in a single element in comparison to its neighbors
serves as a criterion for mesh refinement, as in Mosler & Ortiz (2007)
and Mosler & Ortiz (2009), where the element bisection technique of
Rivara (1997) is applied.

3.5 VARIATIONAL APPROACH TO THERMOMECHANICAL DIS-
SIPATIVE PROBLEMS: MULTIPHYSICS COUPLING AND SYM-
METRY OF MATERIAL TENSORS

Thermomechanical problems bring about a new series of chal-
lenges. Although the basic framework of variational formulations re-
mains the same, a straightforward extension of previous concepts may
lead to the loss of symmetry of material operators and other convenient
mathematical properties that constitute the main advantages of varia-
tional methods. Dealing with thermomechanical problems in a varia-
tionally consistent manner is the central objective of Yang, Stainier &
Ortiz (2006).

An extensive review of the variational approach to various ther-
momechanically coupled problems was recently done by Stainier (2013).
The interested reader is referred to this review chapter in order to find
more extensive details, as the focus of the present subsection is re-
stricted to exploring the parameterization of dissipation introduced in
Yang, Stainier & Ortiz (2006) that constitutes the core of the of the
models proposed in chapters 3 and 4 of the present document, and is
responsible for the symmetric structure of the resulting formulation.
As in the former subsection, a few brief paragraphs with the main con-
tributions of different articles closes this subsection.

The first step in developing the variational formulation to ther-
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momechanical problems is defining an appropriate set of independent
variables. As previously discussed, referential notations are preferred,
in order to circumvent issues of material frame indifference, while en-
compassing the most general case of finite strains. Additionally, abso-
lute temperatures T (rather than entropy ηR, which is more difficult to
measure directly) are chosen as basic thermal quantities. This leads to
the use of the Helmholtz free energy W instead of the internal energy
eR. In order to keep the formulation as general as possible, a general
set of internal variables (Z) is used.

Recalling previous definitions, in a general thermomechanical
problem, external power input encompasses mechanical and thermal
portions. The mechanical external power input reads: Wext(Ω) =∫
∂σΩ

t̄R.vdΓ +
∫

Ω
bR.vdV . Thermal power input then reads, in ref-

erential form: Q(Ω) = −
∫
∂qΩ

q̄R.nRdΓ +
∫

Ω
rRdV

3.10.

Since heat conduction only happens naturally from hot to cold
regions, heat flow within a material domain inserts an additional source

of dissipation, represented in pseudo-potential ϕ

(
∇T
T

; C,Z, θ

)
. The

most common form for this source of dissipation is the classical Fourier
law of conduction, presented in the equation below.

qR = −κ∇T (3.38)

It involves, in fact, assuming a constitutive relation between the
heat flux vector and the temperature gradient. This can be represented
through a conduction potential depending on related variable G =

−∇T
T

, as follows:

ϕ (G; C,Z, θ) =
1

2
κG.G (3.39a)

∂ϕ

∂G
=

qR
T

= −κ∇T
T

(3.39b)

A general notation is kept through the end of this chapter. Clearly,
in order to ensure positive dissipation due to conduction, dissipation
pseudo-potential ϕ must be convex and non-negative, following the pi-
oneering work of Biot (1958).

The underlying variational principle is once again derived from

3.10As will be explored in a few paragraphs, a temperature factor will be employed
to all dissipative behaviors. This will include the irreversibility of heat flux and bulk

heat generation. The external thermal power input will then be noted Q
(

Ω,
T

θ

)
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a rate form potential, stating the interconvertibility between different
forms of energy. The counterpart to equation 3.35, representing the
thermomechanical boundary value problem reads as follows:

H(vR, Ż, Ṫ ) =

∫
Ω

{
Ẇ (C,Z, T ) + ρRηRṪ

+ψ

(
T

θ
Ċ,

T

θ
Ż; C,Z, θ

)
+ ϕ

(
∇T
T

; C,Z, θ

)}
dV

−Wext(Ω)−Q
(

Ω,
T

θ

)
(3.40)

Some comments should be made about the above equation 3.40.
First of all, as for all variational formulations of dissipative problems,
the functional is built, and should not be associated to specific meaning
on its own. There is clearly an energy-like character behind it, but the
minutiae behind the chosen variables becomes justified when it comes
to the optimization with respect to independent variables.

Two different measures of temperature appear in equation 3.40:
the external temperature T , an observable quantity; and the internal
temperature θ, sometimes called the equilibrium temperature, which is
a thermodynamic property associated to local thermal equilibrium3.11.
If local thermal equilibrium is assumed a priori, in other words, if the
point is assumed to be in thermal equilibrium internally (so that there
is no lag between external temperature and entropy), the external and
internal temperatures coincide and the factor T

θ tends to 1. This need
not be the case, though, and both variables are kept. The ratio between
external and internal temperatures is then used to parameterize all dis-
sipative behaviors, as evidenced by the dependencies of the dissipation

pseudo potential: ψ

(
T

θ
Ċ,

T

θ
Ż; C,Z, θ

)
.

The use of this factorization is the crucial step in obtaining a
symmetric material tensor for the thermomechanical problem. The
choice of the term T

θ is explored in detail in Yang, Stainier & Ortiz
(2006). It constitutes, in fact, a sort of integrating factor that both
keeps consistency (when local thermal equilibrium is respected) and
makes the dissipation pseudo-potential keep its potential-like charac-

3.11The internal temperature is in fact the thermodynamic property conjugated to
entropy by means of the internal energy. That is, the internal energy serves as a

potential for the internal temperature as: θ(C,Z, ηR) =
∂eR

∂ηR
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ter. The importance of this factor will become evident when the opti-
mization with respect to independent variables is carried out.

Before doing so, though, a possible time discretization of the rate
form is proposed. By identifying the external temperature to the un-
known temperature Tn+1 at the end of the time step, and the internal
temperature θ to the temperature Tn at the beginning of the time step
(thus introducing a sort of time lag between the quantities, equivalent
to a slight error when it comes to local thermal equilibrium), the in-
cremental potential for the thermomechanical boundary value problem
then becomes:

Hn(xn+1,Zn+1, Tn+1; xn,Zn, Tn) =∫
Ω

{[W (Cn+1,Zn+1, Tn+1)−W (Cn,Zn, Tn) + ρRηn[Tn+1 − Tn]]

+∆t

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
+∆t

〈
ϕ

(
∇Tn+1

Tn+1
; Cn+α,Zn+α, Tn+α

)〉}
dV

−
∫
∂σΩ

t̄R.vdΓ−
∫

Ω

bR.vdV

+ ∆t

∫
∂qΩ

Tn+1

Tn
q̄R.nRdΓ−∆t

∫
Ω

Tn+1

Tn
rRdV (3.41)

In the time discrete version of the potentials, entropy and den-
sity (measured at the reference configuration; the subindex R was
dropped for brevity) are taken as the values in the beginning of the
time step, at instant tn. Furthermore, from here on, the known value
of the Helmholtz free energy at instant tn is shortly noted as: Wn =
W (Cn,Zn, Tn).

While the principle of minimum potential energy is associated
to minimization operations with respect to displacements and internal
variables, the principle of maximum thermal dissipation is associated
to a maximum operation with respect to temperatures. In other words,
the underlying variational principle reflects the classical inf-sup char-
acter of thermomechanical problems, when temperatures are consid-
ered independent variables. At every time step, the solution lies at a
saddle-point, as determined by the equation below, and represented in
figure 3.2 for a sample problem.
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Figure 3.2 – Saddle-point structure of a thermomechanical problem
around the incremental solution: representation of a thermomechan-
ical functional for adiabatic shear banding problems. [Source: (SU;

STAINIER; MERCIER, 2014)]

inf
xn+1,Zn+1

sup
Tn+1

Hn(xn+1,Zn+1, Tn+1; xn,Zn, Tn) (3.42)

Stationarity conditions with respect to the set of independent
variables yields all the necessary equations to fully describe the ther-
momechanical problem, a feature of the family of models based on
variational constitutive updates. The minimization with respect to dis-
placements yields a temperature factorized version of mechanical equi-
librium. Equations for the evolution of internal variables result from
the minimization with respect to Zn+1. Finally, an entropy form of the
first law of thermodynamics (equivalent to equation 3.25) is obtained
from the maximization with respect to temperature:

Dxn+1
[Hn](δxn+1) =

∫
Ω

[
∂W

∂Cn+1
+
Tn+1

Tn

〈
∂ψ

∂Ċ

〉]
: ∇δxn+1dV

−
∫
∂σΩ

t̄R.δxn+1dΓ−
∫

Ω

bR.δxn+1dV = 0, ∀admδxn+1 (3.43a)
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DZn+1
[Hn](δZn+1) =∫

Ω

[
∂W

∂Zn+1
+
Tn+1

Tn

〈
∂ψ

∂Ż

〉]
δZn+1dV = 0, ∀admδZn+1 (3.43b)

DTn+1
[Hn](δTn+1) =

∫
Ω

{[
∂W

∂Tn+1
+ ρRηn

]
+

∆t

Tn

〈
∂ψ

∂Ċ
: Ċ +

∂ψ

∂Ż
: Ż

〉
+ ∆t

〈
∂ϕ

∂G
: G

〉}
δTn+1dV

+

∫
∂qΩ

∆t

Tn
q̄R.nRδTn+1dΓ−

∫
Ω

∆t

Tn
rRδTn+1dV = 0, ∀admδTn+1

(3.43c)

Unlike equations 3.43a and 3.43c, where there is information
from a neighborhood respectively through strain and heat flux mea-
sures, the evolution of internal variables of equation 3.43b is strictly
local. This is the nature of many internal variables. It allows a sepa-
ration of local and global effects in the optimization of the incremental
potential Hn. An effective version of the incremental potential, after
the minimization with respect to internal variables is often used:

Heffn (xn+1, Tn+1) = inf
Zn+1

Hn (3.44)

In equation 3.43a, the necessary information to update stresses
in a pseudo-hyperelastic fashion is available. Conservative (Scn+1) and

dissipative parts (Sdn+1) of stress appear naturally from the incremental
potential:

Scn+1 = 2
∂W

∂Cn+1
Sdn+1 = 2

Tn+1

Tn

∂ψ

∂Ċ
(3.45)

By applying the divergence theorem to the heat flux term, it
is possible to arrive at a local form for the entropic form of the first
law of thermodynamics of equation 3.43c. Since the Helmholtz free
energy serves as a potential for entropy (ηn+1 = − ∂W

∂Tn+1
), the fol-

lowing equation constitutes an entropy update. An incremental ver-
sion of internal dissipation clearly appears, factored by temperature:
∆t
Tn

〈
∂ψ

∂Ċ
: Ċ + ∂ψ

∂Ż
: Ż
〉

. Two dissipation sources appear: one due to

the imposed strain rate (as will be seen in the following chapter, this
is equivalent to Kelvin-Voigt viscoelasticity) and another due to the
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evolution of internal variables (a flexible term, which can encompass,
among others, plastic, damage and Maxwell viscoelasticity):

[
∂W

∂Tn+1
+ ρRηn

]
+

∆t

Tn

〈
∂ψ

∂Ċ
: Ċ +

∂ψ

∂Ż
: Ż

〉
+

∆t

Tn
DivqR −

∆t

Tn
rR = 0

(3.46)
Going back to equation 3.41, an aside on the employed nota-

tion for the dissipation pseudo-potential is necessary. Once more, as
for the purely mechanical case, since dissipation takes place along the
time step, an adequate average measure along the time step has to be
chosen. In Stainier (2011), the problem with a simple use of an in-
termediate point n+ α for thermomechanical problems was discussed.
Inconsistencies with respect to energy conservation arise if adaptations
are not made to the time discretization of dissipation. Although the
development is omitted here, it can be shown that energy consistency
is achieved through the use of an average measure of the following type:

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
=

Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn

)
+
Tn+1 − Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)
(3.47)

The proposed framework for thermomechanical problems clearly
holds the property of symmetric material tensors. Since all dissipative
behaviors are factored by the temperature term Tn+1

Tn
, cross derivatives

with respect to strains and temperature commute. For näıve formula-
tions of thermomechanically-coupled problems, this would not be the
case. Having symmetric material operators brings about advantages in
implementation, and allows for proofs of existence and convergence of
solutions.

The novel parameterization used originally in Yang, Stainier &
Ortiz (2006), where many typical thermomechanical problems were
shown to fit the modeling structure presented above, has since been
extended to other problems.

A hybrid semi-analytic approach to adiabatic shear banding in
metals (for a phenomenological point of view of adiabatic shear bands
as a feature of polymer behavior, see chapter 2) was variationally devel-
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oped in Su, Stainier & Mercier (2014). A self catalyzed phenomenon,
involving the formation of preferential plastic flow bands where ther-
mal softening occurs, further accelerating plastic flow locally, adiabatic
shear bands are a challenging subject to model with traditional ther-
momechanical approaches (see figure 3.2 for a representation of the
saddle-point structure of the thermomechanical problem). The varia-
tional framework provided a solid base for the development of efficient
models.

The mathematical properties of variational formulations can be
explored in order to improve convergence properties of the optimiza-
tion algorithms. While Newton-Raphson schemes are commonly used
for their versatility, other strategies are possible. In Bouery (2012),
viscoelasticity problems with strong temperature dependence of mate-
rial parameters (simulating phenomena such as glass transition) were
used to test the advantages of using Uzawa-type schemes instead of
classical Newton-Raphson.

A common approach to thermomechanical problems is to utilize
staggered schemes, solving cheaper purely thermal and purely mechan-
ical problems sequentially, instead of the more computationally expen-
sive fully coupled problem. The convergence and stability properties
of staggered schemes have been the subject of several publication, such
as Armero & Simo (1992) and Armero & Simo (1993), among others.
Variational methods can also be used in conjunction with staggered
schemes (one such scheme is fully developed in chapter 6, although for
the separation of damage and viscoelasticity instead of the separation of
mechanical and thermal effects). This is the subject explored in Ram-
abathiran & Stainier (2013), for strongly coupled thermoviscoelastic
material models.

A special case of the general thermomechanical problem is when
adiabatic conditions are present. In the absence of heat flux, be it
thanks to insulation or due to very short simulations times (not long
enough for there to be significant energy flow through conduction or
convection), the non-local character of equation 3.43c disappears. The
determination of energy balance and entropy evolution becomes an es-
sentially local matter, as for other internal variables (equation 3.43b).
Temperature can then be treated as an additional internal variable, and
equation 3.44 becomes:

Heffn (xn+1) = inf
Zn+1

sup
Tn+1

Hn (3.48)

In Stainier & Ortiz (2010) and Selke (2009), adiabatic problems
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were analyzed under this point of view. The partition of plastic work,
classically simulated through the lens of previously imposed Taylor-
Quinney factors, is then a natural result of the energy balance at every
time step.

Other works following the same modeling techniques include
Canadija & Mosler (2011), where the strategy developed in Mosler &
Bruhns (2009) for the inclusion of kinematic hardening into the varia-
tional context is coupled to thermal effects in the large strain regime.

Having explored the fundamentals of variational formulations
for dissipative problems in the previous section, and for the inclusion
of general thermomechanically coupled problems in the present section,
the necessary background is set for the development of consistent ma-
terial models capable of accurately encompassing the main features of
polymer-like material behavior, micromechanically outlined in chapter
2, namely: strongly coupled thermo-viscoelasticity (subject of chap-
ter 4) and viscoelastic damage (subject of chapter 5). The proposed
models are fully developed, and extensive discussion on the underlying
hypothesis, both energetic and kinematic, is presented.
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4 VARIATIONAL FORMULATION OF
THERMO-VISCOELASTICITY IN FINITE STRAINS

Chapter overview: A fundamental class of models for the
accurate simulation of polymer-like material models, large
strains thermo-viscoelasticity can be formulated in a vari-
ational framework. The present chapter brings a full de-
scription of the model. After a brief overview of previous
works on thermomechanically coupled viscoelasticity and the
most commonly used rheological models, the basic underly-
ing hypotheses behind the proposed variational model are
presented, emphasizing the adopted multiplicative decompo-
sition and the exponential mapping of viscous strains. Full
expressions for the additively decomposed portions of the
Helmholtz free energy and dissipation pseudo-potential are
developed. The incremental problem, related to the time-
discretization of the variational principle, is framed as an
optimization problem, yielding all the necessary equations
towards the update of stresses, entropy and internal vari-
ables. A crucial step for the implementation of the model
in the code of choice, the material tensor is then derived.
Summing up the contributions, still with the implementa-
tion in mind, an algorithm for the incremental problem is
developed. Finally, some sample results demonstrating the
capabilities of the model close the chapter.

4.1 INTRODUCTION: THERMOMECHANICALLY COUPLED VISCO-
ELASTICITY AND ASSOCIATED RHEOLOGICAL MODELS

In chapter 2, during a fairly comprehensive (although by no
means exhaustive) discussion on the micromechanics of polymer-like
material behavior, some arguments were developed on the need for
thermomechanically-coupled viscoelasticity models for the accurate mod-
eling of polymer behavior.

Dominated by the microstructural arrangement of long cova-
lently bonded chains, often entangled and developing weaker secondary
bonds (of van der Waals type) in points of proximity between different
portions of chains, polymers often exhibit dissipative behavior when
subjected to loading. Thermoplastics especially can be subjected to
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large inelastic strains, as evidenced by phenomena such as hysteresis
under cyclic loads, permanent deformations even after no loads are
present, or time-dependent straining under creep conditions, among
many others. These features of material behavior can be associated
to the breaking of secondary bonds and the rearrangement of polymer
chains under the influence of loading (sometimes leading to induced
anisotropy).

Temperature and time play an important role in determining
the constitutive response of polymers. Molecular excitation induced
by increasing temperatures, for instance, may lead to more unstable
secondary bonds, and is behind the glass transition that characterizes
polymer-like behavior, as the amorphous phase of heavily entangled
chains becomes mobile. Conversely, increasing strain rates leave no
time for polymer chains to accommodate the imposed loads, burdening
principal chains before secondary bonds have been broken, and leading
primary covalent bonds to be prematurely destroyed, as material be-
havior becomes ever more rigid and brittle. These effects were shown
in figure 2.5.

As polymers have grown in importance for engineering appli-
cations, much work has been devoted to the development of dedicated
material models, encompassing all the experimentally observed features
of constitutive behavior. Some examples of previous models of thermo-
viscoelasticity, outside the scope of variational models for dissipative
problems, will soon be discussed. Before, though, still in keeping with
the micromechanics of polymers, it is important to explore one of the
main tools used in the development of constitutive models as they relate
to polymer-like behavior: rheological models.

Materials science literature constantly calls upon a combination
of elastic solids and viscous fluids to describe the material behavior of
polymers. As discussed in chapter 2, this is what lies beneath some
of the most common parameter identification procedures, such as the
Dynamic Thermomechanical Analysis (DTMA). When the storage and
loss moduli are identified, there is an implicit material model including
one elastic spring and one viscous element (commonly referred to as
a dashpot). What is apparent, though, is that being restricted to a
single linear elastic element and a single linear viscous element can
lead to models suited for a very short range of applications. Hence,
the parameters identified during a DTMA test are often limited to the
small strains regime.

In order to develop richer models, capable of capturing the non-
linearity of polymer behavior, two (often equivalent) choices are avail-
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able: either increasing the complexity of those two single representative
elements, or including an arbitrary number of other similarly simple el-
ements. As both choices require the identification of a larger number
of material parameters, the mathematical flexibility of the latter makes
it the most commonly used.

By combining simple rheological elements representing elastic,
viscous or plastic behavior, in different numbers and arrangements (in
series or in parallel), it is possible to develop a wide range of material
models to fit various types of material behavior.

In viscoelasticity, two classic simple combinations exist: Kelvin-
Voigt and Maxwell models. Kelvin-Voigt viscoelasticity is modeled by
an elastic element and a dashpot in parallel. Maxwell viscoelasticity
exhibits a series of an elastic element and a dashpot. Each model has
its advantages and drawbacks. For instance, Maxwell models are not
indicated for creep applications, while Kelvin-Voigt models may have
difficulties modeling some relaxation features.

By combining different numbers of Kelvin-Voigt and Maxwell
elements, a variety of material models can be reproduced with rhe-
ological models. In the present document, a choice for an arbitrary
model was made, combining one Kelvin-Voigt element (accounting for
creep phenomena) in parallel to an arbitrary number of Maxwell ele-
ments (accounting for an arbitrary number of characteristic relaxations
times, as well as for complex elastic behavior). This is represented in
figure 4.1.

Thermal effects are not evident on figure 4.1. However, viscous
dissipation phenomena taking place in the dashpots of the proposed
generalized rheological model are the driving force of local heat gen-
eration. Further thermomechanical coupling is considered through the
temperature dependence of material properties of elasticity (originating
classical thermoelastic effects that shall be explored opportunely) and
viscosity. This will be made clear in the following subsections, during
the full derivation of the variational model.

Meanwhile, it is important to acknowledge previous contribu-
tions to the field of thermoviscoelasticity. The thermodynamic basis
for thermomechanically-coupled viscoelasticity was initially set by Cole-
man & Noll (1963), where requirements for the constitutive equations
of internal energy, temperature, heat conduction and stress (including
elastic and viscous parts) were established.

Since then, myriad of approaches can be found in the literature.
Some of the publications on the subject, starting from the early mathe-
matical analysis works such as that of Taylor, Pister & Goudreau (1970)
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Figure 4.1 – Generalized Kelvin-Voigt Maxwell rheological model for
the simulation of non-linear viscoelasticity.

on linear thermoviscoelasticity (restricted to the small strains regime),
constitute an extension of previous works on thermoelasticity.

Another family of material models came about following Oden
& Armstrong (1971), who modeled a class of materials with memory,
called thermorheologically simple materials (whose material behavior
depends exclusively on the history of variables of strain and tempera-
ture at the same point) and able to deal with nonlinearity of viscous
behavior. Several papers have since been dedicated to mathematical
aspects of nonlinear thermoviscoelasticity, following the proof of exis-
tence of smooth solutions by Dafermos (1982).

In contrast to other works, in Drozdov (1996), an approach sepa-
rated from the time-temperature superposition principle was proposed
for linear thermoviscoelasticity, allowing for temperature dependence
of material properties and different evolution parameters for different
characteristic times. Temperature dependent material parameters are
also included in the approach of Holzapfel & Simo (1996), where the
additional challenge of dealing with large strains behavior is faced -
a volumetric-deviatoric split of strains is proposed, motivated by evi-
dences of starkly different bulk and isochoric behavior in viscoelastic
solids: such a split is used later on in this document. A general ap-
proach based on the molecular chain theory and also capable of dealing
with finite strain behavior (in a way that generalizes the model de-
veloped by Holzapfel & Simo (1996)) is proposed by Huang (1999).
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In Huang, Dui & Yang (2013), the common practice of using internal
variables is correlated to the multiplicative split of inelastic strains in
thermoviscoelasticity.

With respect to polymer material behavior, thermoviscoelastic-
ity models have been applied to model shape memory polymers (SUN

et al., 2002; NGUYEN et al., 2008; CHEN; NGUYEN, 2011), creep (LUO

et al., 2012), rubber viscoelasticity (HASLACH; ZENG, 1999; DROZDOV;

DORFMANN, 2002), and the validation of the constitutive behavior of
several species of polymers (such as the work of Drozdov & Chris-
tiansen (2008) and Cheng, Wang & Huang (2010) for polyethylene),
among other effects. Molecular chain models of thermoviscoelasticity,
founded upon the formation and destruction of statistically-measured
links and activation energies, are available such as in Cheng, Wang
& Huang (2010) and Drozdov & Dorfmann (2002). In Bird & Cur-
tiss (1998), an equivalence between predicted temperature evolution
equations obtained through thermoviscoelasticity and polymer molec-
ular theory models is demonstrated. Evolution equations based on the
maximum dissipation principle are derived in Haslach & Zeng (1999)
for thermoviscoelasticity.

However, despite the wide availability of constitutive models (of
which the above list constitutes but a very a small sample), it should be
noted that in engineering contexts, the intricacies of thermomechanical
coupling often lead to the choice of models limited to some conditions
of application, namely, disconsidering temperature dependence of ma-
terial properties or restricting the range of application to relatively
short relaxation times. Simpler models of linear thermo-viscoelasticity
remain commonly used. Although applications require models account-
ing for the complexity of observed phenomena, the difficulty in devising
tests and identifying the proper number of material parameters serves
as a deterrent to the use of more complete models.

In the following subsections, the goal is to propose such a com-
plete and flexible model, capable of dealing with strong thermome-
chanical coupling and other sources of nonlinearity, including various
characteristic times and nonlinear elastic behavior. The variational
framework described in the previous chapter serves as a basis from
where all the necessary equations ruling the problem can be derived,
no matter the chosen level of complexity included in individual terms
of free energy and dissipation. In this sense, the proposed model gen-
eralizes simpler models (such as those of linear thermoviscoelasticity)
while keeping enough information to model more complex phenomena,
such as large strain behavior, the motivation behind the kinematic as-
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sumptions described in the following subsection.
Before moving on to the following section, though, it should be

mentioned that the recently published book chapter by Stainier (2013),
which brings an overview of the variational formulation of thermo-
mechanically coupled problems, already includes a section on thermo-
viscoelasticity. The present document brings a full description of such
a variational formulation, with larger focus on the internal variable,
stress and entropy updates, as well as tangent operators. In addition,
the capabilities of the proposed model are demonstrated through as yet
unpublished implemented applications.

4.2 KINEMATIC ASSUMPTIONS: MULTIPLICATIVE SPLIT OF
STRAINS AND EXPONENTIAL MAPPING OF INTERNAL VARI-
ABLES

As discussed in chapter 2, polymer behavior is often character-
ized by large strains (with the exception of thermosets, whose crosslinked
molecular chain inhibits large displacements between polymer chains).
Accurate models for the description of polymers in a wide range of ap-
plications are therefore required to deal with large strains, so as not
to have very limited ranges of application. However, large strains are
a source of nonlinearity and represent a challenge in the formulation
of constitutive models. Oftentimes this translates into more computa-
tionally costly models than linearized versions specializing in certain
ranges of problems.

Since the goal of this section is to develop a general framework
capable of dealing with the most important features of polymer be-
havior, though, the issue of large strains needs to be properly tack-
led. The current subsection brings the main kinematic assumptions
behind a consistent treatment of large strains for the assumed rheolog-
ical model. The development here follows that of Fancello, Ponthot &
Stainier (2006) for isothermal viscoelastic models.

The first kinematic ingredient of the proposed formulation is
the multiplicative decomposition of elastic and inelastic strains due
to Kröner (1959), Lee (1969), and thoroughly discussed by Gurtin &
Anand (2005).

F = FeFv (4.1)

This type of decomposition can be physically interpreted as equiv-
alent to the existence of an intermediate inelastic strain state where the
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material would immediately go back to, if the elastic strains were to be
instantly removed (see figure 4.2). This interpretation may be clearer in
plasticity, where plastic strains are permanent. The intermediate state
then becomes the new stress-free state. In viscoelasticity, on the other
hand, the intermediate state does not constitute a stress-free state nor
an equilibrium one. With the passage of time, relaxation takes place
and the body returns to the original stress-free state at time t = 0
(which may conveniently be chosen as the reference configuration).

Figure 4.2 – Physical representation of the multiplicative decomposi-
tion between elastic and inelastic strains for viscoelasticity. Viscous
states (circled red) seen as an intermediate state. [Source: (FANCELLO;

PONTHOT; STAINIER, 2006)]

In a time-discrete context, the multiplicative decomposition leads
to incremental measures of deformation. In that sense, the incremental
deformation gradient (∆F) is responsible for taking the body from the
deformed state at tn to its deformed state at tn+1. Equivalently, the
intermediate viscous states Fvn and Fvn+1 are related by a viscous strain
increment (∆Fv), as represented in figure 4.2.

Another practice originally devised for plasticity problems is the
use of predictor-corrector schemes. From a known total imposed defor-
mation gradient Fn+1, in order to find the corresponding intermediate
state Fvn+1, it is often convenient to start local internal variable updates
with a predictor state Fpr, considered a fully elastic increment from the
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previous intermediate state. In other words, a first assumption of fully
elastic strain increment is made, before checking for convergence in the
mechanical equilibrium equations. Clearly, unlike plasticity, there is no
threshold to overcome for the onset of viscous deformations.

In addition to the multiplicative decomposition into elastic and
inelastic parts of the deformation gradient, a second ingredient of the
proposed formulation pertains to the differences between isochoric and
volumetric behavior. As discussed by Holzapfel & Simo (1996), the
development of material models must take into account the observed
differences between bulk and deviatoric behavior of inelastic materi-
als. Any tensor may be decomposed in volumetric and isochoric parts.
Therefore, it may be of interest to separate the deformation gradient
in volumetric (Fvol) and isochoric (F̂) parts:

F = FvolF̂ Fvol = J
1
3 I F̂ = J−

1
3 F (4.2)

A common assumption, initially based on the mechanisms of
metal plasticity (namely the movement of dislocations along the crys-
talline network), is that inelastic deformations are volume-preserving4.1.
The same assumption is made here. Therefore, all viscous strains are
considered isochoric (det Fv = 1), while the elastic strains may include
isochoric and volumetric parts. Mixing together both multiplicative
decompositions:

F = FvolF̂
e
Fv (4.3)

It should be noted that the hypothesis of isochoric viscous strains
for thermoplastic polymers is a limiting one. Experimental evidences
on the existence of inelastic volumetric strains have been extensively
reported for various polymer species. An extension of Vassoler (2009)
to viscoelasticity can be envisioned as a future enhancement of the
proposed models, as discussed in subsection 4.7.

In relating equation 4.3 to the proposed rheological model of
figure 4.1, deformations on Maxwell branches are considered isochoric
(F̂ = F̂

e
Fv, so that the Maxwel springs are only subjected to isochoric

elastic strains) while the elastic deformations on the single Kelvin-Voigt
branch are considered fully volumetric.

It is possible to derive alternative measures of deformation based
on the decomposition of strains. Specifically, it will be useful to de-

4.1Exceptions to this assumption abound, such as in the treatment of plasticity
in metal foams of (VASSOLER, 2009) and many others where volumetric plasticity
needs to be considered.
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fine the right Cauchy-Green measure of elastic strains on the Maxwell
branches as follows, and its spectral decomposition, as the proposed
formulation makes use of isotropic potentials depending on eigenvalues
of strains:

Ĉ
e

= F̂
eT

F̂
e

=

3∑
j=1

cejM
e
j ⊗Me

j (4.4)

Viscoelasticity is a class of time-dependent material behavior. It
is therefore important to define viscous gradient velocity tensors, and to
determine flow rules for viscous strains. Assuming irrotational viscous
strains (Wv = 0), the viscous gradient velocity tensor (Lv), which is
equal to the rate of viscous stretching (Dv), reads (with its spectral
decomposition):

Dv = sym(Lv) = Lv = Ḟ
v
Fv−1 =

3∑
j=1

qjM
v
j ⊗Mv

j

Ḟ
v

= DvFv
(4.5)

In the equation above, eigenvalues of viscous strains were sepa-
rated into an amplitude vector qj and directions of viscous strains Mv

j .
Later on, they shall be taken as internal variables, and are subjected to
the following constraints, related to the properties of eigenvalues and
eigenvectors of isochoric tensors (whence the set Kq, enforcing a null
sum of eigenvalues; Sym is the set of symmetric tensors):

qj ∈ Kq =

{
qj ∈ R :

3∑
i=1

qi = 0

}
Mv

j ∈ KM = {Ni ∈ Sym : Ni.Ni = 1; Ni.Nj = 0, i 6= j}
(4.6)

In order to fully define the viscous flow rule in the incremental
context, some form of mapping between the rate of viscous stretching
and the incremental viscous strains is needed. The exponential map-
ping of inelastic strains, used, among many others, in (WEBER; ANAND,
1990; FANCELLO; PONTHOT; STAINIER, 2006; FANCELLO; VASSOLER;

STAINIER, 2008; SELKE, 2009), allows for strain increments respecting
the previously mentioned hypotheses of isochoric viscous strains.
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Fvn+1 = ∆FvFvn = ∆R exp

∆t

3∑
j=1

qjM
v
j ⊗Mv

j

Fvn (4.7)

∆Fv = ∆R exp [∆tDv] = ∆R exp

∆t

3∑
j=1

qjM
v
j ⊗Mv

j

 (4.8)

∆Cv = ∆FvT∆Fv = Fv−Tn Cv
n+1F

−1
n = exp [∆tDv]

2
(4.9)

Dv =
1

2∆t
ln ∆Cv (4.10)

The tensor ∆R is the incremental counterpart of the rotation
tensor R in the above equations. Since ∆RT∆R = I, it vanishes
from the incremental mapping of the right Cauchy-Green viscous strain
tensor.

The same type of development in terms of the exponential map-
ping can be done for the predictor state (later used as an initial step
in the update of internal variables) and for the isochoric elastic state
(which characterizes the elastic behavior of each Maxwell branch of the
generalized rheological model).

F̂
pr

= F̂n+1F
v−1
n Ĉ

pr
= Fv−Tn Ĉn+1F

v−1
n (4.11)

F̂
e

n+1 = F̂n+1F
v−1
n+1 = F̂

pr
[∆Fv]−1 = F̂

pr
[exp[∆tDv]]

−1
(4.12)

Provided that the tensors of rate of viscous stretching (Dv) and

right Cauchy-Green predictor (Ĉ
pr

) are colinear (that is, if they share
principal directions Mj) the following relation can also be used:

Ĉ
e

n+1 = F̂
eT

n+1F̂
e

n+1 = Ĉ
pr

[exp[∆tDv]]
−2

(4.13)

Additionally, corresponding logarithmic measures of strains may
defined and used as independent variables later on. The elastic log-
arithmic strain tensor and the logarithmic predictor are defined and
relate to the rate of viscous stretching as follows:
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εen+1 =
1

2
ln Ĉ

e

n+1 εpr =
1

2
ln Ĉ

pr
(4.14)

εen+1 = εpr −∆tDv (4.15)

Once more, provided the colinearity of tensors Dv, Ĉ
pr

and the
elastic right Cauchy-Green (Ĉ

e

n+1), the above relations can be written
in terms of eigenvalues of strains as follows (in a form reminiscent of
predictor-corrector schemes in small strains):

Ĉ
e

n+1 =

3∑
j=1

cejMj ⊗Mj εen+1 =

3∑
j=1

εejMj ⊗Mj

εpr =

3∑
j=1

εprj Mj ⊗Mj

(4.16)

εej =
1

2
ln cej = εprj −∆qj with ∆qj = ∆tqj (4.17)

Although the reasoning behind such a notation using only the
principal values of strains may seem obscure for the moment, it will
soon be clarified. In the following subsections, it will be demonstrated
that, as a consequence of choosing isotropic potentials depending only
on eigenvalues of viscous strains, the colinearity of these tensors comes
as a consequence of the optimization of the problem with respect to
the eigenvectors of strains Mj , which can be done analytically.

Before moving on to the optimization aspects of the proposed
formulation, though, the next subsection is dedicated to the discussion
of the additive decomposition of the Helmholtz free energy potential
and the dissipation pseudo-potential. Specific forms for the proposed
potentials are explored.

4.3 ADDITIVE DECOMPOSITION OF THE HELMHOLTZ FREE
ENERGY AND DISSIPATION PSEUDO-POTENTIAL: ISOTROPIC
FUNCTIONS OF EIGENVALUES OF STRAINS, NONLINEAR
ELASTIC AND VISCOUS BEHAVIORS AND TEMPERATURE
DEPENDENCE

Two crucial steps precede the actual variational formulation of
dissipative problems, in the vein of Ortiz & Stainier (1999): the choice
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of the set of internal variables that shall describe the internal dissipa-
tive processes (in the context of generalized standard materials), and
the choice of the potentials representing the various forms of energies
involved, both stored and dissipated.

The previous subsection brought definitions of strain measures
that will be used as internal variables. Together with temperature,
eigenvalues of viscous strains will be responsible for storing the infor-
mation describing thermal and mechanical dissipative processes that
characterize polymer behavior. The main goal was to provide the nec-
essary tools towards a solid treatment of large strains, an important
source of nonlinearity in constitutive modeling.

The general set of independent variables for the Helmholtz free
energy potential, previously described, in chapter 3, as W (C,Z, T ),
becomes then, with the adopted choices of internal variables to describe
viscous strains:

W (C,Z, T ) = W (C, qj ,M
v
j , T ) (4.18)

In the present subsection, the second step is discussed, starting
from stored energy and moving along to dissipated energy.

The common assumption of an additively-decomposed Helmholtz
free energy is made here. Separate portions of energy are used to de-
scribe all the possible forms of storing energy. This sort of decompo-
sition is closely related to the choice of rheological model. Individual
rheological elements represent different forms of energy. Springs repre-
sent elastically-stored energy. Dashpots, viscosity-related dissipation.

As mentioned earlier, and following the choices made in Fan-
cello, Ponthot & Stainier (2006), Fancello, Vassoler & Stainier (2008),
Selke (2009), isotropic potentials depending on eigenvalues of strains
are used. Although this restricts the possible forms of potentials, there
is still enough freedom for the inclusion of various different types of
material behaviors, as will be explored in the following paragraphs.

The spring of the single Kelvin-Voigt branch is chosen as a start-
ing point. Since both rheological elements of a Kelvin-Voigt branch are
subjected to the same imposed displacement (i.e., the total displace-
ment field), no internal variable is needed in order to describe either
the viscous dissipation or the elastically-stored energy. Hence, no de-
pendence on the set of internal viscous variables qj and Mj appears.

Stemming from the observed differences in bulk and deviatoric
behaviors in many inelastic materials, a term dedicated to the volumet-
ric contribution of the elastically-stored energy is defined, depending
only on the volume changes to which the material is subjected through
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the Jacobian det F = J . A first term responsible for thermomechanical
coupling accounts for the influence of temperature induced volumetric
dilatation, with the common expansion coefficient α. Also, the bulk
modulus K(T ) is assumed to be temperature dependent, inducing fur-
ther coupling between mechanical and thermal responses. For simplic-
ity, all deviatoric elastic contributions to stored energy are assumed to
be borne by Maxwell branches.

The adopted final expression for the volumetric elastic energy
stored in the spring of the Kelvin-Voigt branch then reads as follows
(the temperature dependence of the bulk modulus is assumed linear,
but no restriction to more complex dependencies is imposed):

W vol(J, T ) =
1

2
K(T ) [lnJ ]

2 − 3K0α[T − T0] lnJ (4.19)

K(T ) = K0 −K1[T − T0] (4.20)

The term T0 is a reference temperature for the measurement of
the bulk modulus (which equals K0 at that temperature).

Every Maxwell branch4.2 also has a spring representing elastically-
stored energy. Complying with previous assumptions, all strains under-
gone by the elements of the Maxwell branches are isochoric. Isotropic
potentials depending on eigenvalues of strains are used. Hence, the
general dependence on isochoric elastic strains (through the previously

defined right Cauchy-Green measure Ĉ
e
) is substituted by specific de-

pendence on their eigenvalues (cej). However, eigenvalues of logarithmic
strains (εej) will be preferred as independent variables.

W e(Ĉ
e
, T ) = W e(ce1, c

e
2, c

e
3, T ) = W e(εe1, ε

e
2, ε

e
3, T ) (4.21)

It is possible to show that classic elasticity models can be rep-
resented with this type of isotropic potential. For instance, Hencky
elasticity, generalizing linear elasticity, can be formulated as follows:

W e(εe1, ε
e
2, ε

e
3, T ) = µe(T )

3∑
j=1

[εej ]
2 (4.22)

4.2No index is used to identify different Maxwell branches here, in order to keep
notations simple. During the description of the minimization procedure behind
internal variable updates, the proper distinctions will be made.
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Thermomechanical coupling is included in the model through
temperature dependent shear moduli. Once again, a simple linear de-
pendence on temperature of the shear modulus µe is assumed, but there
is no restriction to more complex relations:

µe(T ) = µe0 − µe1[T − T0] (4.23)

Nonlinear elasticity models may also be described by isotropic
potentials. Ogden elasticity, which can be shown to encompass Neo-
Hookean elasticity for specific choices of material parameters, is thus
modeled as follows:

W e(εe1, ε
e
2, ε

e
3, T ) =

3∑
i=1

3∑
j=1

µei (T )

αei

[
[exp εej ]

αe
i − 1

]
(4.24)

The exponents αei are considered independent of temperature.
One final form of storing energy in the proposed material model

is thermally, through heat capacity. Clearly, there are no rheological
elements representing this sort of energy accumulation in the general-
ized Kelvin-Voigt/Maxwell model of figure 4.1. Rheological models are
often devised to model purely mechanical problems. When thermome-
chanical instances are present, additional care must be taken so as not
to leave behind all possible thermal effects.

The final portion of the Helmholtz free energy, representing ther-
mal heat storage, reads as follows, where the heat capacity C(T ) may
exhibit temperature dependence, provided that it is coherent with equa-
tion 3.33. No dependence on strains is assumed, which means that this
portion of the Helmholtz free energy does not contribute to thermome-
chanical coupling.

W th(T ) = ρRC(T )

[
[T − T0]− T log

T

T0

]
(4.25)

Finally, putting all the ingredients together, the additive decom-
position of the Helmholtz free energy then reads (where K Maxwell
branches are considered in the rheological model, and index j refers to
the three eigenvalues of strains):

W (C, qj ,M
v
j , T ) = W vol(J, T ) +W th(T ) +

K∑
k=1

3∑
j=1

W ek(εej , T ) (4.26)
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Having explored all the sources of stored energy that go into the
Helmholtz free energy potential, the focus can be shifted to the sources
of energy dissipation.

In an incremental context, the general dependence of the dis-
sipation pseudo-potential was previously described in equation 3.41,
for thermomechanically-coupled problems in the variational framework.
All dissipative processes were factored by a temperature ratio, giving
equations for the internal dissipation of the desired form and guaran-
teeing symmetry of the material tensor. Now, using spectral quantities
of viscous strains as independent variables, this can be rewritten as:

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)
=

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qj
∆t

; Cn+α, qjn+α, Tn+α

)
(4.27)

The first source of energy dissipation is the Kelvin-Voigt dash-
pot. As for the Kelvin-Voigt spring, it is subjected to the full imposed
deformations (and, more importantly in this case, to the total imposed
strain rate), and does not require the use of internal variables in order
to describe viscous dissipation.

Isotropic potentials depending only on eigenvalues of strains are
once more used, due to their ability of encompassing a broad variety of
viscosity behaviors. For instance, Hencky-style viscous dissipation can
be of the form:

ψKV
(
Tn+1

Tn

∆C

∆t
; Cn+α, Tn+α

)
= µvKV (T )

3∑
j=1

[
Tn+1

Tn
∆cj

]2

(4.28)

Equivalently, nonlinear models of viscous dissipation may be for-
mulated with isotropic pseudo-potentials, provided they respect the ba-
sic property of convexity with respect to internal variables. In doing so,
positive internal dissipation is ensured, as is the respect of the second
law of thermodynamics.

One such possible model is the following power law for viscous
dissipation, which shall be used in some applications presented later
on:
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ψKV
(
Tn+1

Tn

∆C

∆t
; Cn+α, Tn+α

)
=

3∑
j=1

{
m

m+ 1
Y KV0 ε̇KV0

[
Tn+1

Tn

∆cj/∆t

ε̇KV0

] 1
m +1

}
(4.29)

It should be noted that, since the dissipation pseudo-potential
takes into account only the imposed strain rate, there is only a single
characteristic time (and thus, one single relaxation mechanism) repre-
sented in the Kelvin-Voigt branch.

The dashpots at each Maxwell branch are the remaining source
of dissipation in the proposed rheological model. The freedom to add
an arbitrary number of Maxwell branches allows for the inclusion of
dissipative phenomena of various characteristic times. Internal vari-
ables are needed in order to represent the split between viscous and
elastic strains in each Maxwell branch. In accordance to the other
parts of the proposed model, the variables of choice are eigenvalues of
viscous strains (qj). In order to keep notations simple, no indexes are
used to represent different Maxwell branches here, though they will be
present in the following subsection, when describing the internal vari-
able update procedure. Both Hencky (equation 4.30) and power law
(equation 4.31) dissipation pseudo-potentials are presented:

ψMX

(
Tn+1

Tn

∆qj
∆t

; qjn+α, Tn+α

)
= µv(T )

3∑
j=1

[
Tn+1

Tn

∆qj
∆t

]2

(4.30)

ψMX

(
Tn+1

Tn

∆qj
∆t

; qjn+α, Tn+α

)
=

3∑
j=1

{
m

m+ 1
YMX

0 ε̇MX
0

[
Tn+1

Tn

∆qj/∆t

ε̇MX
0

] 1
m +1

}
(4.31)

The additive decomposition of the dissipation pseudo-potential
then reads (where K Maxwell branches are considered in the rheological
model):
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ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

; Cn+α, q
k
jn+α, Tn+α

)
=

ψKV
(
Tn+1

Tn

∆C

∆t
; Cn+α, Tn+α

)
+

K∑
k=1

3∑
j=1

ψMXk

(
Tn+1

Tn

∆qkj
∆t

; qkjn+α, Tn+α

)
(4.32)

Before moving along to the actual variational formulation of
thermo-visco-elasticity, it should be noted that some authors may choose
to include the dissipation due to heat flux inside the general dissipation
pseudo-potential, which can help somewhat shorten the equations. In
essence, this translates into combining pseudo-potentials ψ and ϕ into
a unified dissipation potential Ψ:

Ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

,
∇Tn+1

Tn
; Cn+α, q

k
jn+α, Tn+α

)
=

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

; Cn+α, q
k
jn+α, Tn+α

)
+ ϕ

(
∇Tn+1

Tn
;Tn+α

)
(4.33)

Despite the convenience of including all dissipative behaviors in
a single functional, this notation choice has a central drawback. In
keeping the distinction, local effects relating to the evolution of internal
variables and coupling terms (related to ψ) are more clearly separated
from the nonlocal nature of irreversible heat dissipation (related to ϕ).

In addition, as discussed in chapter 3, instead of assuming a
priori the respect of a Fourier-type conduction law, a general nota-
tion using a conduction dissipation pseudo-potential (depending on
the temperature gradient, and possibly parametrically of temperature
ϕ(∇Tn+1

Tn
;Tn+α)) remains more flexible to include other types of rela-

tions between temperature gradients and heat dissipation. The associ-
ated thermodynamic force (which in the case of Fourier’s law is nothing
more than H = ∂ϕ

∂∇T = − 1
T q), then pairs with the temperature gradi-

ent to yield the dissipated energy through irreversible heat conduction
in the second law of thermodynamics as follows:
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[
∂W

∂Z
: Ż

]
−H.∇T ≤ 0 (4.34)

This is an alternative version of equation 3.31. In the present
text, however, Fourier conduction law is assumed known a priori, and
the general notation using ϕ gives way to the dissipation term 1

T q∇T .
Having defined the set of independent variables needed to model

the problem and built specific forms of all the involved energy potentials
and pseudo-potentials, it is now time to move to the actual variational
formulation of thermo-viscoelasticity, the subject of the following sub-
section.

4.4 FORMULATION OF THE THERMOMECHANICALLY COUPLED
PROBLEM: VARIATIONAL CONSTITUTIVE UPDATES

In order to put problems of thermo-viscoelasticity in a varia-
tional framework, the first step is going back to the underlying varia-
tional principle discussed in chapter 3. Formulated in rate form (equa-
tion 3.40) and representing the interconvertibility between different
types of energies, for general thermomechanical problems in an incre-
mental setting, the variational principle states that the solution lies at
stationarity points of the following functional of equation 3.41.

Hn(xn+1,Zn+1, Tn+1; xn,Zn, Tn) =∫
Ω

{[W (Cn+1,Zn+1, Tn+1)−W (Cn,Zn, Tn)− ρRηn[Tn+1 − Tn]]

+∆t

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
+∆t

〈
ϕ

(
∇Tn+1

Tn+1
; Cn+α,Zn+α, Tn+α

)〉}
dV

−
∫
∂σΩ

t̄R.vdΓ−
∫

Ω

bR.vdV

+ ∆t

∫
∂qΩ

Tn+1

Tn
q̄R.nRdΓ−∆t

∫
Ω

Tn+1

Tn
rRdV (4.35)

As indicated by the terms of imposed tractions and heat fluxes
(respectively, t̄R and q̄R) along regions of the boundary ∂Ω, the ex-
pression above constitutes an incremental variational formulation of
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the full boundary value problem. Dissipation due to irreversible heat
conduction is assumed to follow a Fourier law with no parametric de-
pendence on temperature, so that its thermodynamically-appropriate
average along the time step (denoted 〈•〉) reduces to ∆t times the dis-
sipation rate.

All variables are assumed known at time tn, and the functional
Hn is rebuilt at every time step to account for the history dependent
behavior. In relation to the postulated variational principle and to the
proposed set of internal variables, the solution procedure for thermo-
viscoelastic problems can be expressed as the search for:

inf
Cn+1,qjn+1,Mv

jn+1

sup
Tn+1

Hn (4.36)

The internal variable update is strictly local. Therefore, it is pos-
sible to derive an effective global expression for the problem, by previ-
ously performing the point-wise minimization with respect to variables
of viscous strains qjn+1 and Mv

jn+1:

Heffn (Cn+1, Tn+1; Cn, qjn,M
v
jn, Tn) =

inf
qjn+1,Mv

jn+1

Hn(Cn+1, qjn+1,M
v
jn+1, Tn+1; Cn, qjn,M

v
jn, Tn) (4.37)

It is important to note that the chosen internal variables of vis-
cous strains must respect the properties of eigenvalues and eigenvectors.
As previously discussed, these variables must be of the following form
(equation 4.6):

qj ∈ Kq =

{
qj ∈ R :

3∑
i=1

qi = 0

}
Mv

j ∈ KM = {Ni ∈ Sym : Ni.Ni = 1; Ni.Nj = 0, i 6= j}
(4.38)

Hence, the internal variable update procedure consists of a con-
strained optimization problem. The above restrictions may be imple-
mented by means of Lagrange multipliers, a standard procedure in op-
timization literature (ARORA, 2004). A Lagrangian function L is built
as follows:
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L(qj ,M
v
j ) = Heffn (Cn+1, Tn+1; Cn, qjn,M

v
jn, Tn) + λ0[q1 + q2 + q3]

+ λ1[Mv
1.M

v
1 − 1] + λ2[Mv

2.M
v
2 − 1] + λ3[Mv

3.M
v
3 − 1]

+ λ4[Mv
1.M

v
2] + λ5[Mv

1.M
v
3] + λ6[Mv

2.M
v
3] (4.39)

The optimization with respect to eigenvectors can be performed
analytically, and has important repercussions. In Fancello, Ponthot
& Stainier (2006), it is used to demonstrate that, as a consequence
of using isotropic potentials depending only on eigenvalues of viscous
strains, tensors of the rate of viscous stretching (Dv), elastic isochoric

strains (Ĉ
e
) and predictor strain increment (Ĉ

pr
) must be colinear.

This analytic minimization is performed here as briefly as possible, so
as not to burden the text.

Starting from the Lagrangian function defined in equation 4.39
above, where the restrictions on independent variables of viscous strains
are imposed through the Lagrange multipliers λ, stationarity with re-
spect to eigenvectors of viscous strains reads:

∂L
∂Mv

i

[δMv
i ] = 0,Mv

i ∈ KM (4.40)

It shall be useful to go back to the definitions of the logarithmic
elastic strain tensor and its relation to the predictor state and the rate
of viscous stretching.

εe =

3∑
j=1

εejM
e
j ⊗Me

j = εpr −∆tDv = εpr −
3∑
j=1

∆qjM
v
j ⊗Mv

j (4.41)

∂εei
∂εe

= Me
i

∂εe

∂Mv
i

= −∆qi (4.42)

Optimizing with respect to the first eigenvector Mv
1, the sta-

tionarity condition reads as follows (indexes for individual Maxwell
branches are dropped for economy of notation):

∂L
∂Mv

1

[δMv
1] =

∂W e

∂Mv
1

.δMv
1 + 2λ1[Mv

1.δM
v
1]

+ λ4[Mv
2.δM

v
1] + λ5[Mv

3.δM
v
1] = 0,∀δMv

1 ∈ Sym (4.43)
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Since the variations of the first eigenvector (δMv
1) of viscous

strains are arbitrary, they can be taken equal to Mv
1, Mv

2 and Mv
3,

yielding expressions for the Lagrange multipliers:

2λ1 = −∂W
e

∂Mv
1

.Mv
1 (4.44)

λ4 = −∂W
e

∂Mv
1

.Mv
2 (4.45)

λ5 = −∂W
e

∂Mv
1

.Mv
3 (4.46)

Taking these results and going back to the optimality condition
now yields:

∂L
∂Mv

1

[δMv
1] =

{
∂W e

∂Mv
1

−
[
∂W e

∂Mv
1

.Mv
1

]
Mv

1 −
[
∂W e

∂Mv
1

.Mv
2

]
Mv

2

−
[
∂W e

∂Mv
1

.Mv
3

]
Mv

3

}
.δMv

1 = 0,∀δMv
1 ∈ Sym (4.47)

Using the definitions of logarithmic elastic tensors presented above,
it is possible to expand the term ∂W e

∂Mv
1

as follows:

∂W e

∂Mv
1

=

3∑
i=1

∂W e

∂εei

∂εei
∂εe

∂εe

∂Mv
i

= −

[
3∑
i=1

∂W e

∂εei
Me

i

]
∆qi (4.48)

Finally, putting all these results together results in the following
expression for the optimality condition:

∂L
∂Mv

1

[δMv
1] =

{
3∑
i=1

∂W e

∂εei
Me

j −
3∑
i=1

∂W e

∂εei
[Me

i .M
v
1]Mv

1

−
3∑
i=1

∂W e

∂εei
[Me

i .M
v
2]Mv

2

−
3∑
i=1

∂W e

∂εei
[Me

i .M
v
3]Mv

3

}
.δMv

1 = 0,∀δMv
1 ∈ Sym (4.49)
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The same procedure is done for the remaining eigenvectors, Mv
2

and Mv
3, rendering similar equations to the one above. Given the or-

thogonality conditions between eigenvectors, these equations can only
be satisfied if Mv

i = Me
i . The optimality conditions with respect to

eigenvectors of viscous strains thus yields the colinearity between ten-
sors Dv, Ĉ

e
and Ĉ

pr
.

From here on, the optimization with respect to eigenvectors Mv
j

is assumed a priori, as the colinearity of the tensors and consequent
relations between their eigenvalues (equation 4.17) are used throughout.

Completing the internal variable update, it is necessary to opti-
mize with respect to the eigenvalues of viscous strains. They represent
the amplitude of viscous stretching during the time step. A reduced
form of the Lagrangian may now be written:

L(qj) = Heffn (Cn+1, Tn+1; Cn, qjn,M
v
jn, Tn) + λ0[q1 + q2 + q3] (4.50)

Stationarity with respect to the directions qj yields a system
of nonlinear equations, which may be solved iteratively with standard
Newton-Raphson schemes. In light of the choices of Helmholtz free
energy and dissipated energy, specific expressions for the system of
equations may easily be derived:

rj =
∂L
∂qj

= 0, j = 1, 2, 3 (4.51)

rj =
∂W

∂qj
+ λ+

Tn+1

Tn

1

∆t
∆t

∂ 〈ψ〉
∂qj

=
∂W e

∂εej

∂εej
∂qj

+ λ0 +
Tn+1

Tn

〈
∂ψ

∂q̇j

〉
= 0 (4.52)

rj = −∂W
e

∂εej
qj + λ0 +

Tn+1

Tn

〈
∂ψ

∂q̇j

〉
= 0 (4.53)

The equations above are what would be obtained for dissipative
terms exhibiting no history dependence on the value of qj . In this

case, the term Tn+1

Tn

〈
∂ψ
∂q̇j

〉
is what remains of the actually performed

derivative ∆t∂〈ψ〉∂qj
. In the presence of parametric dependence on qj ,

additional terms appear. For a full presentation of the handling of
parametric dependence and the thermodynamically accurate average
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of dissipation 〈ψ〉, the reader is referred to appendices A and B of this
document.

There are four unknowns in the system of equations above: the
three directions of viscous flow qj and the Lagrange multiplier λ. The
final equation to complete the system comes from the stationarity of the
Lagrangian with respect to the Lagrange multipliers, i.e. the imposed
restrictions:

r4 =
∂L
∂λ0

= 0 (4.54)

r4 =

3∑
j=1

qj = 0 (4.55)

Newton-Raphson schemes are used for the internal variable up-
dates of all examples presented in this document.

Once the values of viscous strains have been calculated for all
material points, the effective incremental functional Heffn is used to
determine the stress field in hyperelastic fashion. As discussed earlier,
the optimality condition4.3 with respect to the imposed strains results
in the mechanical equilibrium equation, including internal and external
power:

∂Heffn

∂Cn+1
= 0 (4.56)

It is possible to separate internal (HeffIntn ) and external (HeffExtn )
sources of power and dissipation additively as follows, where it is evi-
dent that the optimization with respect to internal variables of viscous
strains does not influence the external power input and dissipation4.4.

Heffn = HeffIntn +HeffExtn (4.57)

4.3A certain abuse of notation must be recognized here. Rigorously, Gâteaux
derivatives with respect to independent variables should be performed, with respect
to admissible variations, following the notation employed in chapter 3. Here, nota-
tions for common derivatives are used, as they translate more directly to derivatives
of the different portions of the free and dissipated energies.
4.4For brevity of notation, the value of the Helmholtz free energy at time tn is

simply denoted: Wn = W (Cn,Zn, Tn).
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HeffIntn = inf
Zn+1

∫
Ω

Hlocn dV =

inf
Zn+1

∫
Ω

{[W (Cn+1,Zn+1, Tn+1)−Wn + ρRηn[Tn+1 − Tn]]

+∆t

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉}
dV

(4.58)

HeffExtn = ∆t {Wext +Q+ ϕ} =

∆t

{
−
∫
∂σΩ

t̄R.ẋn+1dΓ−
∫

Ω

bR.ẋn+1dV

+

∫
∂qΩ

Tn+1

Tn
q̄R.nRdΓ−

∫
Ω

[
1

Tn
qR.∇Tn+1 +

Tn+1

Tn
rR

]
dV

}
(4.59)

Clearly, the optimization with respect to the internal variables
can be done locally in equation 4.58, as there are no gradient terms in-
volved. The strictly local portion of the effective incremental potential
(denoted Hlocn above) may be used in order to determine the stress up-
date at time tn+1. The procedure is done in hyperelastic-like4.5 fashion
as follows:

Pn+1 = 2Fn+1
∂Hlocn
∂Cn+1

(4.60)

Once again, the specifics of this derivative are directly related to
the proposed generalized rheological model. The Kelvin-Voigt spring is
only responsible for the volumetric part of deformations, storing energy
at a rate determined by the bulk modulus. The Maxwell springs, in
turn, store the isochoric elastic energy according to the shear modu-
lus (or the equivalent combination of material parameters of the cho-
sen model). Since every Maxwell branch is in mechanical equilibrium,
no explicit contribution coming from the Maxwell dashpots appears
(although they are very much present, influencing the split of elastic

4.5It is not possible to talk about proper hyperelasticity, since the proposed vari-
ational formulation includes dissipative terms, and assumed actually variationally
only within a sufficiently small time step
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and viscous strains at every branch). Additionally, the Kelvin-Voigt
dashpot is subjected to the imposed total strain rate, and contributes
additively to the stress field.

Pn+1 = 2Fn+1

[
∂W vol

∂Jn+1

∂Jn+1

∂Cn+1
+

∂W e

∂Ĉn+1

∂Ĉn+1

∂Cn+1

+∆t

〈
∂ψKV

∂Ċn+1

〉
∂Ċn+1

∂Cn+1

]
(4.61)

Before putting together all this information and performing the
hyperlastic-like stress update, some useful identities must be derived.
The derivative of the Jacobian of C with respect to itself is given by:

∂J

∂C
=
J

2
C−1 (4.62)

Next, the derivative of the isochoric part of C with respect to
itself is then given by:

∂Ĉ

∂C
= J−

2
3

[
I − 1

3
C⊗C−1

]
(4.63)

Going back to the hyperelastic-like stress update of equation 4.60,
taking into account the additive decomposition of stored and dissipated
energies, it now reads as follows:

Pn+1 = 2Fn+1

{
J−

2
3

[
∂W e

∂Ĉn+1

− 1

3

(
∂W e

∂Ĉn+1

: Cn+1

)
C−1
n+1

]
+
∂W vol

∂Jn+1

Jn+1

2
C−1
n+1 +

Tn+1

Tn

〈
∂ψKV

∂Ċn+1

〉}
(4.64)

The following notation is used for the deviatoric part of a second
order tensor:

DEV(A) =

[
A− 1

3
(A : C)C−1

]
(4.65)

This slims the notation on the previous equation somewhat, and
renders the influence of individual rheological elements to the stress
tensor clearer:
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Pn+1 =

Fn+1


Conservative stress︷ ︸︸ ︷

J−
2
3 DEV

(
2
∂W e

∂Ĉn+1

)
︸ ︷︷ ︸

MX springs

+
∂W vol

∂Jn+1
Jn+1C

−1
n+1︸ ︷︷ ︸

K-V spring

+

Dissipative stress︷ ︸︸ ︷
Tn+1

Tn

〈
∂ψKV

∂Ċn+1

〉
︸ ︷︷ ︸

K-V dashpot


(4.66)

Only the specific expressions for the derivatives of the potentials
with respect to their independent variables remain to be calculated.
This is determined by the final form of the potentials chosen for each
portion of stored and dissipated energy, and is therefore omitted from
the text here. However, it is important to remember that, granted
the optimization with respect to viscous directions, the colinearity of
predictor, viscous and isochoric elastic tensors can be used in order to
derive simple relations on eigenvalues of strains only.

Analogously to what has just been derived for stresses, the en-
tropy update is also obtained variationally. As discussed in the previous
chapter, the Helmholtz free energy serves as a potential for entropy4.6

(see equation 3.30):

ρRηn+1 = − ∂W

∂Tn+1
(4.67)

In the variational framework for thermomechanical problems,
stationarity with respect to temperature yields the final necessary equa-
tion to fully describe the problem, namely, the first law of thermody-
namics in entropy form4.7.

∂Heffn

∂Tn+1
= 0 (4.68)

Recalling all the temperature dependent behavior allowed in the
proposed forms of the potentials proposed in the previous subsection,
and other sources of thermomechanical coupling, the entropy update
equation reads as follows (the divergence theorem is used to remove

4.6As the effective incremental potential is formulated in reference configuration,
the entropy measure derived from it is also related to the reference configuration ηR.
In the incremental expressions presented here, though, the index R was dropped for
simplicity, so as not to meddle with the index for time increment n+ 1
4.7See footnote 4.3 for a disclaimer on the used notation.
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boundary integrals, and a local form of the equation is presented):

ρRηn+1 = −
[
∂W e

∂Tn+1
+
∂W vol

∂Tn+1
+

∂Wh

∂Tn+1

]
=

Internal dissipation=Dint︷ ︸︸ ︷[
∆t

ċj
Tn

〈
∂ψKV

∂ċj

〉
+ ∆t

q̇j
Tn

〈
∂ψMX

∂q̇j

〉]
+ ρRηn + ∆tDiv

(
qR
Tn

)
+ ∆t

rR
Tn

(4.69)

Clearly, viscous dissipation on the dashpots in Maxwell and
Kelvin-Voigt branches is the source of internal dissipation (as defined
earlier, for general dissipative solids: Dint = Y : Ż ≥ 0).

Furthermore, as previously discussed in the presentation of the
thermodynamic basis of constitutive modeling, constitutive equations
for heat capacity (defined in equation 3.33 as the derivative of entropy
with respect to temperature) cannot be defined independently from
constitutive equations for stress4.8. This is clear in the proposed varia-
tional formulation, based on the properties of the Helmholtz free energy
as a potential for stress and entropy.

Due to the factorization of dissipative processes with the tem-
perature term Tn+1

Tn
proposed in Yang, Stainier & Ortiz (2006), it is

possible to see that cross derivatives of the effective incremental poten-
tial (with respect to independent variables of temperature and strains)
commute, in a clear demonstration of the symmetry of the formula-
tion. Further details on symmetry will become evident in the following
subsection, where the material tensor is derived.

4.5 DERIVATION OF THE TANGENT MODULI: MECHANICAL
PART, THERMOMECHANICAL COUPLING AND HEAT CA-
PACITY

Efficient implementation of constitutive models often demands
the derivation of tangent moduli. Coming into play mainly during stress
update routines, the tangent moduli (sometimes referred to as material
tensors) are commonly defined as the total derivative of stress with
respect to strains (for purely mechanical problems), and are therefore

4.8See equation 3.34 for details on the coupling terms.
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fourth-order tensors:

Cmech =
d

dCn+1

(
∂Hlocn
∂Cn+1

)
(4.70)

In the thermomechanically-coupled context, since temperature
is an independent variable, additional tangent moduli come into play,
accounting for both purely thermal effects and thermomechanical cou-
pling.

The thermomechanical coupling term Cthm, can be defined as
the total derivative of the entropy with respect to strains (or equiva-
lently, from the derivative of strains with respect to temperature, as
the formulation is symmetric), and is therefore a second order tensor.

Cthm =
d

dCn+1

(
∂Hlocn
∂Tn+1

)
(4.71)

The purely thermal tangent term D, as discussed later on in this
section, can be seen as a modified heat capacity, and is generally defined
as:

D =
d

dTn+1

(
∂Hlocn
∂Tn+1

)
(4.72)

In the special case of adiabatic problems, as pointed out in the
discussion leading up to equation 3.48, the absence of temperature gra-
dient terms linked to heat conduction renders the temperature update
strictly local. In other words, temperature can be treated as an addi-
tional internal variable. Thermomechanical coupling terms Cthm sim-
ilar to those defined above still appear, though. Instead of a simple
partial derivative, the tangent modulus accounts for the total varia-
tion, which can be shown to include two distinct terms: one purely
mechanical and one due to thermomechanical coupling.

C =
d

dCn+1

(
∂Hlocn
∂Cn+1

)
=

∂

∂Cn+1

∂Hlocn
∂Cn+1︸ ︷︷ ︸

Cmech

+
∂

∂Tn+1

∂Hlocn
∂Cn+1

∂Tn+1

∂Cn+1︸ ︷︷ ︸
Cthm

(4.73)

The first term (Cmech), the second derivative with respect to im-
posed strains, can be easily be calculated from the proposed expressions
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of the potentials. The second term (Cthm), now including the derivative
∂Tn+1

∂Cn+1
, accounts for all the thermomechanical coupling terms.

Stresses are additively decomposed as follows, as in equation 4.66,
in first Piola-Kirchhoff form:

Pe
n+1 = Fn+1J

− 2
3 DEV

(
2
∂W e

∂Ĉn+1

)
(4.74)

Pvol
n+1 = Fn+1

∂W vol

∂Jn+1
Jn+1C

−1
n+1 (4.75)

Pv
n+1 = Fn+1

Tn+1

Tn

〈
∂ψKV

∂Ċn+1

〉
(4.76)

So too is the tensor modulus, which can be expressed as follows:

Cmech = Cemech + Cvolmech + Cvmech (4.77)

The individual parts are derived from the following expressions.
A slight abuse of notation in the viscous term has to be recognized,
where the average along the time step is used rather freely:

Cemech =
d

dCn+1

∂W e

∂Cn+1
(4.78)

Cvolmech =
d

dCn+1

∂W e

∂Cn+1
(4.79)

Cvmech =
d

dCn+1

(
Tn+1

Tn

〈
∂ψKV

∂Cn+1

〉)
(4.80)

In addition to the purely mechanical terms outlined above, thermo-
mechanically-coupled parts are present for each of the terms: the tan-
gent modulus of the Kelvin-Voigt spring (Cvolthm), that of the Maxwell
springs (Cethm) and the one related to the Kelvin-Voigt dashpot (Cvthm).

So as not to encumber the text with lengthy derivations, only
the deduction of the Maxwell springs tangent moduli (mostly Cemech,
but also some aspects of Cethm) is presented here. In many ways, it
constitutes the most interesting example, since the internal variables
of viscous strains play a central role, whereas the other terms of the
tensor modulus involve only the global variables of temperature and
total strains.

As alluded to earlier, the proposed variational formulation is
consistent with predictor-corrector schemes. In figure 4.2, the predic-
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tor tensor is graphically represented. The predictor state is a natural
choice for the initialization of Newton-Raphson schemes to determine
the internal variable update. It is therefore common to use eigenvalues
of the predictor state as independent variables (which is equivalent to
using eigenvalues of viscous strains, as they are related through equa-
tion 4.17). The numerical tests presented at the end of the present
chapter received such a treatment. The rest of the derivation of the
tangent modulus was performed using this format.

The definition of the right Cauchy-Green predictor (equation 4.11)
is recalled:

Ĉ
pr

= Fv−Tn Ĉn+1F
v−1
n (4.81)

Now, going back to the definition of the tensor modulus of the
Maxwell springs, it is possible to use the chain rule as follows:

Ce =
d

dCn+1

∂W e

∂Cn+1
=

d

dĈn+1

(
∂W e

∂Cn+1

)
∂Ĉn+1

∂Cn+1
(4.82)

In addition, recalling the expression for the derivative of the
isochoric part of the right Cauchy-Green tensor with respect to itself,
given in equation 4.63, it is possible to isolate the strictly kinematic
from the actual constitutive aspects. In order to keep notations fairly
simple, it is desirable to restrict focus to the isochoric part of tensor
Cn+1, by redefining this part of the tangent modulus as follows:

Ce =
d

dĈn+1

(
∂W e

∂Ĉn+1

)
(4.83)

As before, the chain rule is applied, yielding expressions based
on the predictor state. Indicial notation is used. The index n + 1
pertaining to the time step is dropped for simplicity. The terms in
brackets, derivatives of the predictor state with respect to the isochoric
part of the right Cauchy-Green strain tensor, give rise to fourth order
identity tensors, denoted Iijkl.
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Ceijkl =
d

dĈkl

(
∂W e

∂Ĉij

)

=
d

dĈkl

(
∂W e

∂Ĉ
pr

mt

∂Ĉ
pr

mt

∂Ĉij

)
=

d

dĈ
pr

pq

(
∂W e

∂Ĉ
pr

mt

∂Ĉ
pr

mt

∂Ĉij

)
∂Ĉ

pr

pq

∂Ĉkl

=
d

dĈ
pr

pq

∂W e

∂Ĉ
pr

mt

∂
(
F̂
v−T
mr ĈrsF̂

v−1

st

)
∂Ĉij

∂
(
F̂
v−T
pu ĈuvF̂

v−1

vq

)
∂Ĉkl


= F̂

v−1

rm F̂
v−1

up

(
d

dĈ
pr

pq

∂W e

∂Ĉ
pr

mt

)
F̂
v−1

st F̂
v−1

vq IrsijIuvkl

= F̂
v−1

im F̂
v−1

kp

(
d

dĈ
pr

pq

∂W e

∂Ĉ
pr

mt

)
F̂
v−1

jt F̂
v−1

lq (4.84)

In the above equation, pre and post multiplication by the viscous
strain gradient is a purely kinematic operation. The actual constitutive
information lies in the term in parentheses of the last expression.

As mentioned earlier for the total tensor modulus for the special
case of adiabatic problems, taking the total variation with respect to
imposed strains generates two distinct parts: one purely mechanical
and a thermomechanical coupling term:

d

dĈ
pr
∂W e

∂Ĉ
pr =

∂

∂Ĉ
pr
∂W e

∂Ĉ
pr +

∂

∂T

∂W e

∂Ĉ
pr

∂T

∂Ĉ
pr (4.85)

It is useful to recall the following definitions (where the colinear-
ity of the viscous and predictor tensors may be used):

Ĉ
pr

=

3∑
j=1

cprj Mpr
j ⊗Mpr

j (4.86a)

εpr =
1

2
ln Ĉ

pr
=

3∑
j=1

εprj Mpr
j ⊗Mpr

j , with εpri =
1

2
ln cpri (4.86b)

εpri = εei −∆qi, with ∆qi = ∆tqi (4.86c)

Taking the mechanical term (Cemech) as a first step, it now reads:
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∂W e

∂Ĉ
pr =

3∑
j=1

∂W e

∂cprj

∂cprj

∂Ĉ
pr =

3∑
j=1

∂W e

∂cprj
Mpr

j

=

3∑
j=1

∂W e

∂εej

∂εej
∂εprj

∂εprj
∂cprj

Mpr
j =

3∑
j=1

∂W e

∂εej

1

2cprj
Mpr

j (4.87)

Taking into account the proposed structure of the Helmholtz free
energy and dissipation terms, namely their proposed isotropy (trans-
lated in their explicit dependence on principal values of viscous strains),
two terms are involved in calculating the total second derivative: a first
term related to the variation of viscous eigenvectors with respect to
strains, and a second term related to the variation of viscous eigenval-
ues.

d

dĈ
pr

(
∂W e

∂Ĉ
pr

)
=

∂

∂cprj

(
∂W e

∂Ĉ
pr

)
∂cprj

∂Ĉ
pr +

∂

∂Mpr
j

(
∂W e

∂Ĉ
pr

)
∂Mpr

j

∂Ĉ
pr (4.88)

By using properties of spectral decomposition, it is possible to
write:

∂

∂Mpr
j

(
∂W e

∂Ĉ
pr

)
∂Mpr

j

∂Ĉ
pr =[

∂W e

∂εej

1

2cprj

]
∂Mpr

j

∂Ĉ
pr =

[
∂W e

∂εej

1

2cprj

]
Mpr

j ⊗
(
cprj I − Ĉ

pr
)−1

(4.89)

In turn, the constitutive essence of the mechanical part of the
Maxwell tangent modulus, obtained by the partial derivative with re-
spect to the eigenvalues of strains, reads as follows:
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∂

∂cprj

(
∂W e

∂εei

1

2cpri

)
=

∂2W e

∂εei∂c
pr
j

1

2cpri
− ∂W e

∂εei

1

2[cprj ]2
δij

=
∂2W e

∂εei∂ε
e
i

[
∂εei
∂εprj

]
︸ ︷︷ ︸

I

1

4cpri c
pr
j

− ∂W e

∂εei

1

2[cprj ]2
δij (4.90)

What is left to determine is the derivative marked I in the last
equation. It is possible to show that it can be calculated using the same
tangent matrix used for the update of internal variables. It suffices to
take derivatives of stationarity equations of the Lagrangian function
(conditions ri and r4 in 4.52 and 4.55, respectively) with respect to
the eigenvalues of the predictor state and solve the resulting nonlinear
system. For details, the interested reader is referred to appendix C of
the present document. The procedure is analogous to that of the ap-
pendix in (SELKE, 2009), for themomechanically-coupled viscoplasticity
problems.

Next, going back to the expression for the adiabatic problem,
the thermomechanical part (Cethm) can be derived as follows, using the
same set of relations:

∂

∂T

(
∂W e

∂Ĉ
pr

)
∂T

∂Ĉ
pr =
[

3∑
i=1

∂2W e

∂T∂εei

1

2cpri

][
∂T

∂εprj

]
︸ ︷︷ ︸

II

[
1

2cprj

]Mpr
j (4.91)

The determination of the derivative marked II in the equation
above can be done taking the derivative of the first law of thermody-
namics (obtained variationally by the stationarity of the incremental
potential with respect to temperature) with respect to the eigenvalues
of the elastic predictor. Details can likewise be found in appendix C.

Having dealt with the purely mechanical and the thermomechan-
ical coupling parts of the tangent modulus, it is important to discuss
the tangent operator responsible for the purely thermal response of the
material. In chapter 3, during the discussion on the continuum me-
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chanics and thermodynamics behind constitutive modeling, the heat
capacity was defined in equation 3.33 as follows:

C(C,Z, T ) = T
∂ηR
∂T

= −T ∂
2W

∂T 2
(4.92)

Given the role of the Helmholtz free energy as a potential for en-
tropy, it is clear that the heat capacity, the second temperature deriva-
tive in the purely thermal context, can be regarded as a counterpart
to the tensor modulus. In fact, if the tensor modulus is derived from
the total variation of the stresses (in turn derived from internal part
of the effective potential HeffIntn ) with respect to the imposed strains,
one way of analogously defining a heat capacity-like quantity (denoted
D, to differentiate from the previous definition of the heat capacity) is
through the total variation of entropy (also derived from the effective
potential as in equation 4.69) with respect to temperature:

D =
d

dTn+1

∂Hlocn
∂Tn+1

(4.93)

It can be shown to be a modified version of the classical definition
of the heat capacity. It includes the second temperature derivative of
the Helmholtz free energy, as well as internal dissipation terms and the
value of entropy at the previous time step.

Finally, the total tangent operator (T), including purely mechan-
ical, thermo-mechanically-coupled and purely thermal terms can be
shown to be symmetric and has the following structure:

T =

[
Cmech Cthm
Cthm D

]
(4.94)

Symmetric tangent operators are an advantage of the thermo-
mechanical formulation proposed in Yang, Stainier & Ortiz (2006) and
derived articles over other formulations. In fact, the authors show that
even trying to näıvely generate a variational formulation of thermome-
chanics is not guaranteed to render tangent operators fully symmetric.
It is only through the use of the temperature factor for all dissipation
mechanisms that this property is guaranteed. This in turn accelerates
the solution procedure, since it allows for the use of techniques that
take advantage of the symmetries.
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4.6 AN ALGORITHMIC VIEW OF THE INCREMENTAL VARIA-
TIONAL CONSTITUTIVE UPDATES

Throughout the present chapter, all the necessary components
of the variational formulation of thermo-viscoelasticity were laid out.
First, a set of internal variables was chosen and specific forms of the
potentials were explored. The actual variational formulation was then
described, based on the time discretization of the rate-based variational
principle. Special attention was given to the strictly local internal vari-
able update. Next, expressions for stress and entropy update were
derived. Finally, the steps toward consistent tangent moduli were pre-
sented.

However, the full presentation of the model involves many in-
termediary steps, often not directly involved in the implementation of
the model. A clear picture of the necessary effort to implement the
proposed variational model comes from an algorithmic overview of the
necessary operations, the subject of this very short subsection.

The full thermodynamic state is assumed known at time tn,
namely, all the independent variables (Cn, Tn, qjn, Mjn), their power
conjugates or thermodynamic forces (especially stresses Pn and entropy
ηn) and the value of the stored free energy (Wn). At time tn+1, the load
is considered applied through imposed values of the global variables:
Cn+1 and Tn+1. The variational constitutive update procedure then
follows:

1. From the imposed value of Cn+1 and from the known value of Cn,
the predictor state Cpr

n+1 is determined through equation 4.11.
A spectral decomposition is performed, determining the eigen-
vectors shared by the Maxwell viscous strains tensor, as a con-
sequence of the stationarity condition with respect to internal
variables Mv

j (equation 4.49).

2. The internal variable update, essentially local, is performed by
solving the nonlinear system of equations 4.52 and 4.55. A
Newton-Raphson scheme is used, based on the construction of
a tangent matrix to this system of equations. At this point, in
addition to the imposed global variables, all the internal variables
are known.

3. The value of the Helmholtz free energy at the end of the time step
(Wn+1) is stored. Additionally, an effective incremental potential
is built through equations 4.57, 4.58 and 4.59.
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4. Stresses at the end of the time step (Pn+1) are updated in hyperelastic-
like fashion through equation 4.66.

5. Entropy is also updated from the stationarity of the effective in-
cremental potential, through equation 4.69.

6. Tangent moduli can also be calculated through expressions like
equations 4.73 and 4.93. For the case of imposed forces or heat
fluxes (instead of displacements and temperatures), the tangent
moduli are used to assess convergence with respect to the me-
chanical equilibrium equation (equation 4.56), and the entropy
form of the first law of thermodynamics (equation 4.68, which
gives rise to equation 4.69), until total strains and temperature
fields are correctly calculated.

7. All the values of the independent variables, stress conjugates and
stored energy are then stored, and the algorithm may continue to
the next time step.

This type of algorithm was used in the implementation of the pro-
posed model of thermo-viscoelasticity. Some simple numerical results
are shown in the final subsection of this chapter, in order to illustrate
the main features that can be reproduced by the model.

With the discussion in section 2.5 on the limitations of the pro-
posed models in mind, some modeling alternatives are discussed in the
next subsection.

4.7 FINITE THERMO-VISCOELASTICITY: LIMITATIONS AND MOD-
ELING ALTERNATIVES

In chapter 2, a microstructural description of the behavior of
polymer chains under various kinds of loading established the need for
the inclusion of large strains phenomena, viscosity effects and temper-
ature dependence in modeling efforts.

The finite thermo-viscoelasticity model presented in the previ-
ous subsections aims at providing the necessary tools to tackle these
requirements, while remaining a fairly simply structured and versatile.
In other words, instead of leaning on a richer set of internal variables
to account for microstructural complexity, such as polymer fiber ori-
entation, or including constitutive elements able to deal with different
kinds of deformations, such as plasticity, the proposed model offers the
possibility of including a variety of phenomena by the addition of an



145

arbitrary number of viscoelastic rheological elements to the generalized
structure of figure 4.1.

While this has the advantage of encompassing both simpler and
more elaborate material models in a unified framework, it can also
lead to some limitations. For instance, as exposed in section 2.5, while
polymers exhibit recovery of original dimensions along very large time
periods, which is in tune with the use of viscoelasticity elements with
characteristic times of diverse magnitudes, observed phenomena are
often more in tune with (visco)plasticity models, for the time frame of
reference. This is issue is not addressed in the present text.

However, as mentioned in the review of variational formulations
of chapter 3, thermomechanically-coupled viscoplasticity has been stud-
ied in the same variational approach employed here in the works of
Stainier & Ortiz (2010), Stainier (2011), Stainier (2013) and Selke
(2009), among others. The inclusion of viscoplasticity rheological el-
ements into the model of figure 4.1, which would require a complete
overhaul of the proposed model, starting from the choice of internal
variables, on to the description of yield functions and down to the up-
date of internal variables, strains and tensor moduli, is left for future
works.

An issue that can be addressed in briefer terms within the present
subsection is the hypothesis of isochoric viscous strains. A staple of the
inelastic modeling of metals, this assumption is commonly adopted in
the constitutive modeling of different classes of materials. It was the
chosen strategy here, although, as mentioned earlier, there is evidence
pointing to the existence of volumetric inelastic deformations in poly-
mers. In the following, the impact of considering volumetric viscous
strains is considered.

If viscous strains were free of the isochoric constraint, their set of
eigenvalues would no longer be restricted to the set Kq of equation 4.6.
In turn, this would eliminate the constrained optimization with respect
to eigenvalues qj in the Lagrangian of equations 4.39 and 4.50, thus
eliminating Lagrange multiplier λ0.

Additionally, the exponential mapping of viscous increments,
adopted in large part because of its property of providing isochoric
viscous strains, could be substituted by a different class of functions.

Clearly, though, the main change to the proposed model would
come from the addition of dissipative terms to the dissipation pseudo-
potentials. Terms of the following kind would be expected, with a
renewed set of parameters to identify:
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ψvol
(
Tn+1

Tn

∆Jv

∆t
; Jvn+α, Tn+α

)
, where Jv = det Fv (4.95)

As for the addition of any new dissipation source, this adds new
terms to the internal dissipation during entropy update, changes the
stress update expressions and alters all tangent moduli due to ther-
momechanical coupling. Details on these procedures are left for future
works, but the developments for volumetric plastic strains developed in
Vassoler (2009) can serve a starting point for the inclusion of volumetric
viscoelasticity into the proposed model presented earlier.

4.8 SAMPLE NUMERICAL TESTS: CONSISTENCY TESTS AT A
SINGLE MATERIAL POINT

In order to evaluate the types of material behaviors that can be
described with the proposed variational model of thermo-viscoelasticity,
consistency tests in a single material point are usually performed.

Through simply imposed boundary conditions on a fictitious el-
ement, a considerable range of phenomena can be simulated, including:
uniaxial tests in compression or tension, pure shearing tests, cyclic
loading, relaxation and creep test, among many others. These tests
constitute the first step before moving on to larger scale applications,
where geometry effects start to have an influence.

All the following examples were run using displacement-driven
loading cycles.

Since a single material point is considered, heat flux loses most
of its original sense, as there are no neighboring elements and therefore
no temperature gradients. Clearly, simple ways to circumvent this lim-
itation could have been used, for example, by imposing temperatures
through time so as to simulate the effect of conduction, or by adding
a scalar heat exchange term depending on the difference between local
and reference temperatures. This was not done here, though. Further-
more, no heat generation was considered. In other words, adiabatic
conditions were considered for all the examples.

In doing so, it is possible to clearly identify the local generation
of heat through dissipation, due to the assumed full thermomechan-
ical coupling. For every application, such a term is present. When
temperatures are imposed, the excess heat generated locally has to be
dissipated through heat conduction in order to keep isothermal con-
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Figure 4.3 – Application of the variational thermo-viscoelasticity model
to a uniaxial tensile test at different strain rates: joint determination
of stress-strain and temperature-strain curves.

ditions. On the other hand, when heat flux is imposed, temperature
increases both due to this imposed heat power and to local heat gen-
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eration. In this context, studying adiabatic cases is an elegant way
of isolating the contribution of internal dissipation towards the local
variation of temperature.

Figure 4.4 – Uniaxial tensile test at different strain rates of a Kelvin-
Voigt element with Ogden-type viscous behavior: joint determination
of highly nonlinear stress-strain and temperature-strain curves.
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Assuming adiabatic conditions has deep effects upon the mathe-
matical structure of the problem, since temperature becomes an addi-
tional internal variable and can be updated locally (STAINIER; ORTIZ,
2010; SELKE, 2009). The optimality condition with respect to temper-
ature (equation 4.68, no longer including gradient terms) can then be
included into the nonlinear system of equations of equations 4.52 and
4.55. This changes the tangent operators used in the Newton-Raphson
scheme (for details, in an adiabatic thermo-viscoplastic setting, the in-
terested reader is referred to Selke (2009)).

The first example is a tensile test performed at three different
strain rates, in figure 4.3. In the underlying rheological model of fig-
ure 4.1, one Kelvin-Voigt branch is used in conjunction to two Maxwell
branches. In doing so, many characteristic relaxation times are present:
one associated to the Kelvin-Voigt dashpot, and two associated to the
Maxwell dashpots. Hencky-type potentials are used for the elastic part
of the stored energy W e and for the dissipation potentials. Material
parameters are not chosen to represent any specific kind of material.
Rather, the results of this first test are to be taken merely qualitatively,
evidencing the unified determination of stress-strain and temperature-
strain curves and the possibility of describing strong strain rate de-
pendence, a typical phenomenon in polymers. Simple adjustments of
material parameters would be sufficient to change the observed behav-
ior, so as to fit with experiments.

The markedly different behavior of Ogden-type potentials is ev-
idenced in figure 4.4. A single Kelvin-Voigt element is employed (a
spring in parallel to a dashpot). The elastic potential is of Hencky-
type, quadratic in eigenvalues of elastic strains. The viscous potential,
on the other hand, is modeled with an Ogden-type potential. This
brings a dose of non-linearity to the model clearly reflected in the pre-
dicted stress and temperature behaviors. Three different characteristic
times are captured in the proposed Ogden potential, and their interplay
is responsible for the initial spike in stresses, followed by some softening
before stiffening once more.

Strain rate influence can also be simulated through the common
relaxation tests. While displaying limitations when used under creep
conditions (when a constant force is applied), Maxwell rheological ele-
ments perform well in relaxation. By running relaxations tests at three
different imposed strain rates, in figure 4.5, the underlying character ex-
plored in the time-temperature equivalence principle is evidenced qual-
itatively. It should be noted, however, that thermomechanical coupling
affects material parameters through the relaxation process, and large
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Figure 4.5 – Relaxation test of two Maxwell branches at different strain
rates: apparent translation of curves sharing the same characteristic
times.

strain behavior (a source of nonlinearity) is being simulated, and the
hypotheses behind time-temperature equivalence are thus not present.
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Figure 4.6 – Relaxation tests of a single Maxwell branch at different
initial temperatures: lower viscous dissipation (as measured through
entropy generation) for higher initial temperatures. Stress-time and
entropy-time curves calculated by the thermo-viscoelasticity model.
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Figure 4.7 – Hysteresis loop in cyclic loading of Maxwell elements:
stress-strain and temperature-strain curves.

Two Maxwell elements in parallel with a spring (no Kelvin-Voigt
dashpot is present) are used. In all three cases, the material is stretched
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to a logarithmic strain of 0.3 at the respective strain rates, and is
later kept at the same strain level. The higher the initial strain rate,
the lower are the viscous strains experienced by the Maxwell dash-
pots, and therefore relaxation toward the equilibrium strain (due to
the spring in parallel) is faster. However, due to the increased stress
levels, viscous dissipation is higher, and local temperature generation
increases4.9. Initially, due to the thermoelastic effect, temperatures de-
crease. As viscous strains grow, local dissipation begins to dominate
and local heating is observed.

All the stress-strain curves look like translations along the plane,
and a common master curve could be derived. Since two relaxation
times are present, though, the task is no longer trivial.

Another example shows the influence of temperature on material
parameters, as shown in figure 4.6. A single Maxwell branch is used in
relaxation conditions. Through viscosity effects in the Maxwell branch,
elastic strains in the spring are relaxed as viscous flow continues in
the dashpot. Different initial temperatures are simulated. For higher
temperatures, viscosity parameters are lower, and thus lower levels of
stress are attained. In turn, the viscous dissipation estimated by the
model, the product of the non-conservative stress by the rate of viscous
straining integrated through the process (as measured by the entropy
increase, as in equation 4.69), is lower for the higher initial temperature.

Cyclic loading tests are often used in order to demonstrate the
dissipative character of viscous strains. Whereas for hyperelastic ma-
terials loading and unloading follows the same path by definition, since
the constitutive response is fully determined by by the Helmholtz free
energy potential, for viscoelastic materials hysteresis is to be expected.
In a stress-strain curve, the area between loading and unloading condi-
tions is proportional to the energy dissipated in irreversible straining.

Figure 4.7 shows the result of a tensile loading cycle of two
Maxwell branches in parallel to a spring. Figure 4.8 shows the re-
sults of the same test on a model adding a Kelvin-Voigt dashpot to the
same two Maxwell branches and spring of figure 4.7. The difference in
behavior between the two types of rheological models becomes clearer.

The Kelvin-Voigt dashpot introduces more dissipation into the
model and is responsible for the immediate spike in stress due to the
imposition of a strain rate. Since it is connected in parallel to the
other elements, it is instantly subjected to the full imposed strain rate.

4.9No temperature dependence of material parameters was considered in this ex-
ample, and therefore the equilibrium level of strains is the same for all three loading
conditions, despite temperature diferences.
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Figure 4.8 – Hysteresis loop in cyclic loading of a generalized Kelvin-
Voigt/Maxwell rheological model: stress-strain and temperature-strain
curves.

Maxwell dashpots, on the other hand, are eased into the imposed loads
since their springs act as a buffer.
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Since the examples are run in adiabatic conditions, the tem-
perature can only increase monotonically. Once again, the different
observed shapes of the temperature evolution curves bring evidence of
the difference between Maxwell and generalized Kelvin-Voigt/Maxwell
rheological models.

For Maxwell model, viscous strains, the central dissipation mech-
anism, develop slower. The slope of the temperature evolution then
increases along the loading step. When Kelvin-Voigt dissipation is
present, on the other hand, the dashpot in parallel is constantly sub-
mitted to the full imposed strain rate. Temperature increase behaves
more linearly.
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5 THERMO-VISCOELASTIC DAMAGE IN A
VARIATIONAL FRAMEWORK

Chapter overview: Having developed a local model that ac-
counts for the thermomechanical coupling and strain rate
dependence crucial to the description of polymer-like ma-
terial behavior, focus is now shifted to the issue of degra-
dation of their properties. In order to do so, following
the spirit employed in previous chapters, a brief overview
of micromechanical aspects influencing damage behavior in
polymers is given, with an emphasis on the physics driving
degradation processes. Next, a very brief presentation on
the origins and hallmarks of continuum damage mechanics
is given, before moving along to earlier works in recasting
damage in the same variational framework detailed in chap-
ters 3 and 4. Finally, a specific variational structure for a
coupled thermoviscoelastic-damage is developed. Inspired by
the work done in Kintzel & Mosler (2011), special forms of
the Helmholtz free energy potential and of the dissipation
pseudo-potential are proposed. These lead to a natural un-
coupling between the update of viscous variables and that of
the damage variable, in a scheme based on an equivalent
strain space. A full derivation of the internal variable up-
dates is presented, as well as the modified expressions for
stress and entropy updates, together with their correspond-
ing tangent operators. Some sample numerical applications
are used to illustrate the capabilities of the proposed model.

5.1 INTRODUCTION: CONTINUUM DAMAGE MECHANICS AND
POLYMER DAMAGE

The physical mechanisms behind the constitutive response of a
class of materials differ greatly depending on the degree of degradation.
The way material degradation manifest itself can completely change the
micromechanical aspects of deformation and entropy, in keeping within
thermomechanical contexts.

This subject was explored in chapter 2 for polymers. Phenom-
ena such as stress crazing and shear banding, common precursors to
failure in polymers, reflect stark changes at the microstructural level,
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in comparison to the fully undamaged state. While models for sound
material are based on the arrangement of polymer chains and the type
of bonding they can develop at the application conditions, degradation
can introduce other features that bear just as much responsibility to
the overall material response.

Post failure microscopy, as in figure 2.7, often evidence the for-
mation of microvoids and microcracks, which can coalesce to form
macroscale counterparts. Before they coalesce and form free surfaces,
however, degradation clearly has a volumetric character. This is true
not only for polymers, the focus of the present document, but also in
metals and other kinds of materials. Either through repeated loading
(fatigue) or large imposed loads (over a certain threshold, in elasticity
or plasticity), the bulk of the material can be degraded and starts to
behave differently from the fully sound state.

Accordingly, the constitutive modeling of these phenomena is
also done volumetrically, and represents degradation through compro-
mised material properties. These kinds of models are the central occu-
pation of the field of continuum damage mechanics (CDM).

Originated from the pioneering works of Kachanov (originally
published in 1958, and reissued with comments in Kachanov (1999))
and Rabotnov (whose ideas on creep rupture were initially published in
1968, and later extended in Rabotnov (1969)), and receiving fundamen-
tal contributions by Lemâıtre and coworkers (summarized in two books:
Lemâıtre (1996) and Lemâıtre & Desmorat (2005)), continuum dam-
age mechanics is based on some key concepts that allow for a complete
description of degradation in various contexts. A very brief overview
of some of these concepts is brought in the following paragraphs.

In CDM, internal variables are used to store the information
of degradation. When damage acts isotropically on the material, an
assumption made for the model proposed in this chapter, a single
scalar variable can be used. Damage mechanisms can also introduce
anisotropy, and thus require a tensorial description (VOYIADJIS; YOUSEF;

KATTAN, 2012).
The evolution of the internal variables is connected to assumed

driving mechanism of damage. The first damage models, still useful
for materials exhibiting brittle failure, correlated damage (represented
by the variable d) to elastic strains. Thus, the damage variable was
responsible for reducing the values of the Young’s modulus (E) in a
one dimensional small strains problem as below:
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W (ε, d) = [1− d]
1

2
Eε2 σ =

∂W

∂ε
= [1− d]Eε (5.1)

As will become clear in the formulation of the variational damage
model, the elastic stored energy would then act as the sole thermody-
namic force corresponding to the evolution of the damage variable (in
the spirit of the notation used up to this point, Y d (also a scalar quan-
tity), commonly called the energy restitution rate; it can be derived
from the Helmholtz free energy W , as well as from the damage dissi-
pation potential ψd(ḋ)):

Y d = −∂W
∂d

=
∂ψd

∂ḋ
=

1

2
Eε2 (5.2)

It becomes clear that the energy release rate consists of the en-
ergy that would be absorbed by the material, had its properties not
been compromised by damage. This is in close relation to the second
main idea of damage formulations, that of effective stress (σ̃, defined
in equation 5.3 below).

Physical interpretations of damage are often sought. The re-
lation to microvoids and microcracks is usually evoked. The scalar
damage variable is taken to be zero for fully sound material, when no
volume is occupied by voids. A fully damaged material is associated
to a damage variable equal to one, another way of representing the
volume ratio occupied by voids. When no bulk material is left, there
is nothing to bear the imposed loads and the material fails. In this
sense, the effective stress acting upon any given point is nothing more
than the stress felt by volume of bulk material left at that point, after
discounting the volume occupied by voids.

σ̃ =
σ

1− d
= Eε (5.3)

Figure 5.1 brings a schematic representation of the concept of
effective stress.

Other points of view are possible for such interpretations. As
the material becomes degraded, the term 1 − d reduces the elastically
stored energy for the same strain ε. In fact, it is possible to regard
the effective stress (σ̃) as the stress acting upon an undamaged mate-
rial for it to exhibit the same imposed strain. Thus, the constitutive
equations for strain can keep the same format as for the undamaged
material, provided that effective stresses are used in place of the actual
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Figure 5.1 – Graphic representation of the effective stress σ̃. [Source:
(MURAKAMI, 2012)]

stresses. This is commonly known as the principle of strain equivalence
(LEMAÎTRE; DESMORAT, 2005).

Instead of assuming constitutive relations for strains to be equiv-
alent in damaged and undamaged material, it is also possible to consider
the strain energy to have equivalent forms in damaged and undamaged
states. This is commonly called the strain energy equivalence prin-
ciple (due originally to the work in Cordebois & Sidoroff (1982) for
anisotropic damage, and later applied in different contexts, such as in
Grammenoudis, Reckwerth & Tsakmakis (2009a, 2009b)), and has im-
plications on the derivation of the constitutive equations. Basically,
the influence of damage is stored in the tangent operators in such a
model (so that, for undamaged material, the regular stiffness tensor
C is used, while for the damaged material, a modified tensor has to
be used, depending on the value of the chosen strain variables: C̃(d)).
The subject of strain energy equivalence falls outside the scope of the
presently proposed models of damage.

Sensitivity to the direction of imposed stress is a common feature
required of damage models. Damaged material is often shown to behave
differently under tension or compression. This is due to the closure
of the voids and cracks represented by the chosen damage variable.
The variational model proposed in the present text does not take into
account the void closure effect.

The main contributions of Lemâıtre and co-workers to the field of
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continuum damage mechanics pertained to the development of plasticity-
driven damage. The details of said models fall outside the scope of the
present document. In addition to the reference books (LEMAÎTRE, 1996;
LEMAÎTRE; DESMORAT, 2005), the interested reader can find an appli-
cation of said Lemâıtre-models in an article by Fancello et al. (2014).
In the present subsection, it should be sufficient to view Lemâıtre type
models as allowing for a damage function to act upon the plastic parts
of energy, reducing the yield stress and the plastically-stored energy in
the material as damage progresses.

Starting from dual dissipation pseudo-potentials (nothing more
than Legendre-Fenchel transforms of the dissipation pseudo-potentials
used up to this point, as defined in equation 5.4 below; including plas-
tic dissipation, denoted ψp?(σ,Y), and damage dissipation, denoted
ψd?(σ,Y)), it is possible to show that damage evolution equations can
then be derived from the stationarity condition with respect to the en-
ergy release rate, as in equation 5.5 below, with the plastic multiplier
λ̇p appearing naturally:

ψ?(σ, Y d) = sup
ε̇,ḋ

[
σε̇+ Y dḋ− ψ(ε̇, ḋ)

]
(5.4)

ḋ = λ̇p
∂ψ?

∂Y d
ε̇ = λ̇p

∂ψ?

∂σ
(5.5)

There are abundant options to couple damage to various types of
plasticity models in this very general mold. Equivalently, when visco-
elasticity dominates material behavior, it is possible to couple the ac-
tion of the damage variable and its evolution to the viscous dissipation
phenomena. These thermoviscoelastic damage models are of great in-
terest for the modeling of polymer damage. A notable example of such
a formulation, which has served as a base for many polymer damage
applications (GOVINDJEE; SIMO, 1992; KALISKE; NASDALA; ROTHERT,
2001; KUMAR; TALREJA, 2003; YANG; KIM; LEE, 2012), can be found
in Simo (1987), where the challenges of finite strain modeling are dis-
cussed.

The thermo-viscoelastic damage model presented in the present
chapter fits this tradition of models. Viscous dissipation is the main
driving force for damage evolution, although coupling with elasticity is
also assumed. The variational framework described in previous chap-
ters is used, with a specific structure leading to a natural split between
viscous and damage update. Before moving on to the details of the
proposed formulation, though, it is important to explore an available
variational model of damage, the subject of the following subsection.
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5.2 REVIEW OF AN EARLIER VARIATIONAL FORMULATION
OF DAMAGE

The variational approach to dissipative phenomena originated
in Ortiz & Stainier (1999) (often referred to as variational constitutive
updates) and presented in detail on chapter 3 can also be applied to
damage problems. Provided that the dissipation pseudo-potential due
to damage is a convex function of its arguments, there is a guarantee
of respecting the second law of thermodynamics, and all the neces-
sary equations that rule the problem come from the same energy-like
potential function.

Kintzel and Mosler, in the article Kintzel & Mosler (2011), were
the first to recast damage in this variational framework. Presenting
low cycle fatigue in metals as research topic, they proposed the use of
two different types of damage mechanisms to account for the different
observed phenomena: brittle and ductile damage.

When high cycle fatigue causes rupture, classical models of elas-
tic damage are efficiently used, resulting in brittle failure. In that case,
the yield stress is never surpassed, no plasticity is present. Observa-
tions of the fracture surface show sharp and smooth surfaces, indicating
the formation of large surfaces at once, with little energy absorption.

In low cycle fatigue, on the other hand, stress levels are usually
higher, and an onset of permanent deformations is commonly present.
In fact, a combination of effects is usually to be expected. Fracture
surfaces are thus much rougher, a result of ruptured fibrils and ductile
fracture, although some sharper fascia can appear. The energy for the
generation of the fractured surface is much higher.

The proposed brittle damage model lets an isotropic damage
variable act upon the elastic part of stored energy only. It is therefore
reminiscent of the early models of the form of equation 5.1. However,
plasticity is considered present, and two internal variables are assigned
to account for softening (αb) and hardening (αΓ) induced by damage
evolution. Different hardening (HΓ) and softening (Hb) moduli are
considered. The Helmholtz free energy of the brittle damage model
reads:

W (εe, αΓ, αb, d) = [1− d]Y d(εe) +HΓ
α2

Γ

2
+Hb

α2
b

2
(5.6)

In the spirit of generalized standard materials, convex dissipation



163

pseudo-potentials are used to ensure positive internal dissipation and
respect of the second law of thermodynamics. The plastic dissipation
mechanisms are considered independent of the damage variable, as the
dissipation inequality reads:

D = − ∂W
∂αΓ

α̇Γ −
∂W

∂αb
α̇b︸ ︷︷ ︸

plastic dissipation

+Y dḋ ≤ 0 (5.7)

The ductile damage model, in contrast, is characterized by the
damaging term (1 − d) being allowed to affect the plastically-stored
portions of energy as well. Both kinematic hardening (described by
a general tensorial variable αk and modulus Hk) and isotropic hard-
ening (described by a general scalar variable αi and modulus Hi) are
considered.

W (εe,αk, αi, d) = [1− d]

[
1

2
εe : C : εe +Hk

αk : αk
2

+Hi
α2
i

2

]
(5.8)

Now all the plastic dissipation terms depend explicitly on the
damaging term (1− d), as follows:

D =

plastic dissipation︷ ︸︸ ︷
−∂W
∂εp

ε̇p − ∂W

∂αk
α̇k −

∂W

∂αi
α̇i +Y dḋ =

[1− d] [σ : ε̇p +Hkαk : α̇k +Hiαiα̇i] + Y dḋ ≤ 0 (5.9)

It is clear that the terms in brackets in the above expression 5.9
are precisely the plastic dissipation terms that would take place for an
undamaged material. In other words, the strain equivalence principle
can be applied to the proposed ductile damage model, which makes the
update of plastic variables uncoupled from the update of damage vari-
ables. Since the same type of damage dependence (represented by the
classic damaging term (1− d)) acts upon all terms, elastic and plastic,
the elastoplasticity problem can be solved in an equivalent strain space.

This type of idea, based on the strain equivalence principle of
continuum damage mechanics, underlies the thermo-viscoelastic dam-
age model fully developed in the following subsections.
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5.3 THERMO-VISCOELASTIC DAMAGE: DISCUSSION ON POS-
SIBLE CHOICES OF INTERNAL VARIABLES AND POTEN-
TIALS

As discussed in the last chapters, variational approaches to dis-
sipative problems depend on two preliminary definitions: that of the
set of independent variables, with carefully chosen internal variables to
represent the dissipation phenomena; and that of the form of the indi-
vidual components of the Helmholtz free energy and of the dissipation
pseudo-potential.

These definitions are proposed using the same kinematic hy-
potheses of the previous chapter. Both the Helmholtz free energy and
the dissipation pseudo-potential are considered additively decomposed.
Large strain kinematics are considered, with spectral quantities of vis-
cous strains used as independent internal variables.

This is achieved with appropriate choices of potentials. In keep-
ing with the general spirit of the undamaged model, modified versions
of the potentials for the thermo-viscoelasticity problem are proposed.

The inclusion of damage is done assuming the existence of a
damaging function f(d) that acts multiplicatively upon the undamaged
version of the corresponding potentials. The most classical form of
the damaging function, as shown in the previous subsection, is simply
f(d) = (1−d), where the damage variable always has values between 0
(fully sound material) and 1 (total degradation). Different forms of the
damaging function are possible, though, and thus a general notation is
kept.

Also, in the general case, different parts of the potential can have
different damaging functions. Therefore, the new definitions for the dif-
ferent portions of the Helmholtz free energy read as follows (where the
potentials in the undamaged state of thermo-viscoelasticity are denoted
with an overhead tilde, W̃ ):

W (C, qi,M
v
j , T, d) =

fvol(d)W̃ vol(J, T ) + f th(d)W̃ th(T ) +

K∑
k=1

3∑
j=1

fek(d)W̃ ek(εej , T ) (5.10)

A central assumption of the present model is that a single dam-
aging function acts equally upon all the parts of the Helmholtz free
energy, so that the above equation can be simplified as:
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W (C, qi,M
v
j , T, d) = f(d)W̃ (C, qi,M

v
j , T ) (5.11)

It is clear that all the freedom to define a variety of material
models remains present. The same isotropic potentials depending on
eigenvalues of strains can be employed in the thermo-viscoelastic dam-
age model.

Additionally, since the goal is to couple damage evolution to
viscous processes, damaging functions are also introduced into the dis-
sipation pseudo-potential. Following the ductile damage model pro-
posed in Kintzel & Mosler (2011), the same unified damage function
is used, so as to obtain the following structure in an incremental con-
text(where different sources of dissipation in the undamaged state of
thermo-viscoelasticity are marked with an overhead tilde, ψ̃KV and
ψ̃MX):

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

,
Tn+1

Tn

∆d

∆t
; Cn+α, q

k
jn+α, dn+α, Tn+α

)
=

f(d)ψ̃KV
(
Tn+1

Tn

∆C

∆t
; Cn+α, Tn+α

)
+

K∑
k=1

3∑
j=1

f(d)ψ̃MXk

(
Tn+1

Tn

∆qkj
∆t

; qkjn+α, Tn+α

)

+ ψd
(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)
(5.12)

Clearly, the new dissipation pseudo-potential includes both the
damaged version of the thermo-viscoelastic one (ψ̃), as well as a po-
tential describing the dissipation due to the evolution of the damage
variable (ψd).

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

,
Tn+1

Tn

∆d

∆t
; Cn+α, q

k
jn+α, dn+α, Tn+α

)
=

f(d)ψ̃

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qkj
∆t

; Cn+α, q
k
jn+α, Tn+α

)

+ ψd
(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)
(5.13)
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The damage dissipation pseudo-potential is also taken as a con-
vex function of its arguments, ensuring that the second law of thermo-
dynamics is not violated. As for the other dissipation terms, it can be
shown during the Coleman-Noll procedure that, since the thermody-
namic force associated to damage does not generate external stress (as
for all internal variables), it can be derived both from the Helmholtz
free energy and from the dissipation pseudo-potential. Therefore, the
energy restitution rate reads as follows:

Y d = −∂W
∂d

= −∂f(d)

∂d
W̃ =

∂ψd

∂ḋ
(5.14)

The above equation, responsible for the evolution of the damage
variable (usually nonlinearly), will be shown to come as a consequence
of a stationarity condition in the underlying variational principle.

Different forms of the damage dissipation pseudo-potential lead
to different models of damage. In the present document, a type of
power law of the following form is employed in the examples:

ψd
(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)
={
m′

m′ + 1
Y d0 ḋ0

[
Tn+1

Tn

∆d/∆t

ḋ0

] 1
m′+1

}
(5.15)

Before moving on to the actual variational formulation of the
thermo-viscoelastic damage problem, some discussions on the physical
meaning behind the proposed structure of potentials should be outlined.

The choice of a single damaging function for all the potentials
and dissipation pseudo-potentials can seem simplistic. For some ap-
plications it may actually show to be insufficient. However, it bears a
strong connection to the physical interpretation of damage as a mea-
sure of volume degradation. As microvoids and microcracks form, and
the damage variable approaches d = 1, all the phenomena taking place
at the volume level are affected. All the portions of the Helmholtz free
energy and the dissipation pseudo-potential are related to phenomena
taking place throughout the bulk of the material, and would then feel
the consequences of the creation and growth of voids.

However, it should be clear that questions on the soundness of
this argument arise when it comes to the purely thermal accumula-
tion W th. As exposed in the model presented in the conference paper



167

Canadija & Mosler (2013), experimental results obtained for metals in-
dicate that the ability to store energy by means of heat capacity is not
significantly affected by damage. This would point to the use of the
exact same form of the potential, in both the damaged and undamaged
versions of the problem: W th = W̃ th, in the proposed notation.

These issues on the choice of a single damage variable and of
which parts of the energy are affected by damage, initially raised in
section 2.5, are further explored in section 5.7. Possible damage mod-
eling alternatives are explored, their physical interpretation is discussed
and the contrast to the models presented here are brought to evidence.

From the way the potentials are constructed, it is clear that
the damaging function diminishes the capabilities of energy storage
and viscous dissipation. In other words, since dissipation is assumed
to take place throughout the volume, as it becomes damaged, there
is less viscous dissipation for the same viscous strain increment (of
amplitude ∆tqj = ∆qj). Damage evolution then accounts for addi-
tional dissipation. The internal dissipation is given as follows5.1, in
the thermomechanically-coupled context proposed by Yang, Stainier &
Ortiz (2006):

Dint =
∂ψ

∂Ż
: Ż

= f(d)

[
ċj
Tn

〈
∂ψ̃KV

∂ċj

〉
+
q̇j
Tn

〈
∂ψ̃MX

∂q̇j

〉]
︸ ︷︷ ︸

Thermo-viscoelastic internal dissipation =D̃int

+Y d.ḋ ≥ 0 (5.16)

Having defined the set of independent variables and the forms of
the potentials and dissipation pseudo-potentials, it is now time to move
on to the variational formulation of thermo-viscoelastic damage, with
an emphasis on the uncoupled nature of the internal variable updates.

5.1As for previous mentions to the contributions of different sources of dissipation
to entropy evolution, the reader is referred to appendix B. Full expressions appro-
priately accounting for the derivatives of temperature averages along the time step,
denoted by 〈ψ〉, are provided. Suffice it to say that the notation used in equa-
tion 5.16 is only accurate for dissipation pseudo-potentials exhibiting no parametric
dependence on temperature.
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5.4 VARIATIONAL FORMULATION OF DAMAGE COUPLED TO
THERMO-VISCOELASTICITY: INTERNAL VARIABLE UPDATES
AND INFLUENCE OF DAMAGE ON STRESS AND ENTROPY

As in chapter 4, the variational formulation of the thermome-
chanically coupled problem of thermo-viscoelastic damage is derived
from a rate form variational principle. Presented initially in equa-
tion 3.41 (reproduced below for reading convenience), in incremental
form, it represents the interconversion between different types of ener-
gies. Energy input through external forces or heat fluxes along regions
of the boundary ∂Ω evidence that the following functional is an incre-
mental representation of the full boundary value problem:

Hn(xn+1,Zn+1, Tn+1; xn,Zn, Tn) =∫
Ω

{[W (Cn+1,Zn+1, Tn+1)−W (Cn,Zn, Tn) + ρRηn[Tn+1 − Tn]]

+∆t

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
−∆t

1

Tn
qR.∇Tn+1

}
dV −∆t

∫
∂σΩ

t̄R.ẋn+1dΓ−∆t

∫
Ω

bR.ẋn+1dV

+ ∆t

∫
∂qΩ

Tn+1

Tn
q̄R.nRdΓ−∆t

∫
Ω

Tn+1

Tn
rRdV (5.17)

Now, the general set of internal variables denoted Z includes
eigenvalues and eigenvectors of viscous strains at the Maxwell rheolog-
ical elements (qj and Mv

j , respectively) as well as damage. Following
the forms for the potentials given in the previous subsection, the incre-
mental potential now reads:
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Hn(Cn+1, qjn+1,M
v
jn+1, dn+1, Tn+1; Cn, qjn,M

v
jn, dn, Tn) =∫

Ω

{[
f(dn+1)W̃ (Cn+1, qjn+1,M

v
jn+1, Tn+1)

−f(dn)W̃n + ρRηn[Tn+1 − Tn]
]

+∆tf(dn+1)

〈
ψ̃

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆qj
∆t

; Cn+α, qjn+α, Tn+α

)〉
+∆t

〈
ψd
(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)〉
−∆t

1

Tn
qR.∇Tn+1

}
dV

−∆t

∫
∂σΩ

t̄R.ẋn+1dΓ−∆t

∫
Ω

bR.ẋn+1dV

+ ∆t

∫
∂qΩ

Tn+1

Tn
q̄R.nRdΓ−∆t

∫
Ω

Tn+1

Tn
rRdV (5.18)

In the spirit of all the articles derived from Ortiz & Stainier
(1999), so called variational constitutive updates are derived from the
stationarity conditions of the incremental functional Hn.

inf
Cn+1,qjn+1,Mv

jn+1,dn+1

sup
Tn+1

Hn (5.19)

The update with respect to internal variables remains strictly
local, since no terms with gradients of internal variables appear in the
incremental potential. Once more, the idea is then to build an effec-
tive incremental potential (Heffn ), for which the internal variables have
already been determined:

Heffn (Cn+1, Tn+1; Cn, qjn,M
v
jn, dn, Tn) =

inf
qj ,Mv

j ,d|n+1

Hn(Cn+1, qjn+1,M
v
jn+1, dn+1, Tn+1; Cn, qjn,M

v
jn, dn, Tn)

(5.20)

The same constraints on the eigenvalues and eigenvectors of vis-
cous strains (equation 4.6) apply. Therefore, the same type of Lan-
grangian function of equation 4.39 is built:
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L(qj ,M
v
j , d) =

Hn(Cn+1, Tn+1; Cn, qjn,M
v
jn, dn, Tn) + λ0[q1 + q2 + q3]

+ λ1[Mv
1.M

v
1 − 1] + λ2[Mv

2.M
v
2 − 1] + λ3[Mv

3.M
v
3 − 1]

+ λ4[Mv
1.M

v
2] + λ5[Mv

1.M
v
3] + λ6[Mv

2.M
v
3] (5.21)

Since the adopted damage variable is scalar, the damaging func-
tion f(d) has no influence on the determination of the direction of vis-
cous flow, Mv

j . Once again, it is possible to show that the optimality
condition of the incremental potential with respect to the directions of
viscous flow ( ∂L

∂Mv
j
[δMv

j ] = 0) yields as a result the colinearity of viscous

straining (Dv), isochoric elastic (Ĉ
e
) and predictor tensors (Cpr). It

appears that, had the proposed model accounted for anisotropic dam-
age, a change in the directions of viscous flow would be expected.

Next, the optimization with respect to the eigenvalues of vis-
cous strains (qj) is performed. From the Lagrangian function 5.21, the
analogous form to equation 4.52 now reads as follows5.2:

rj =
∂L
∂qj

= f(d)

[
−∂W̃

e

∂εej
qj +

Tn+1

Tn

〈
∂ψ̃

∂q̇j

〉]
+ λ0

= f(d)

[
−∂W̃

e

∂εej
qj + λ̃0 +

Tn+1

Tn

〈
∂ψ̃

∂q̇j

〉]
= 0 (5.22)

Since the damaging function f(d) is simply a scalar number,
an equivalent Lagrange multiplier can be defined as: λ̃0 := f(d)λ0.
It clearly equals the Lagrange multiplier obtained in the undamaged
problem.

If the damage function is not equal to zero (which happens unless
full degradation is reached, and the material has completely lost the
ability to bear loads), it can be crossed out, leaving the same nonlinear
equations for the update of viscous variables as for the undamaged
problem. In other words, due to the construction of the potentials,
the update of viscous variables is uncoupled from that of damage, in
accordance with the principle of equivalent strains.

5.2As for equation 4.52, the notation used above corresponds to viscous dissipation
pseudo-potentials independent on the history of internal variables qj . The general
case is dealt with in appendix A.
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The equation obtained from the optimum condition with respect
to the Lagrange multiplier λ0 (precisely the same as in equation 4.55)
closes the nonlinear system of equations needed to conclude the update
of viscous variables.

With the updated viscous strains in hand, the internal update
with respect to the damage variable can be performed. It is obtained
from the stationarity condition of the incremental potential with re-
spect to the damage variable:

∂Hn
∂d

= 0 (5.23)

From the forms of proposed potentials, this results in a nonlinear
equation as follows (where the simple form f(d) = 1−d is used to obtain
the second equation, a thermomechanical incremental approximation to
the definition of the energy restitution rate of equation 5.14):

rd =

∂f(d)

∂d

[
W̃ vol + W̃ e + W̃ th + ∆t

〈
ψ̃
〉]

+
Tn+1

Tn

〈
∂ψd

∂ḋ

〉
= 0 (5.24a)

Tn+1

Tn

〈
∂ψd

∂ḋ

〉
=
[
W̃ vol + W̃ e + W̃ th + ∆t

〈
ψ̃
〉]

= Y d (5.24b)

It should be noted that the notation used above is rigorously cor-
rect only for damage dissipation pseudo-potentials strictly dependent

on the rate of damage. In fact, the term Tn+1

Tn

〈
∂ψd

∂ḋ

〉
is what remains of

the full term ∆t
∂〈ψd〉
∂dn+1

in such a case, with the common approximation

of the rate of damage by a difference scheme such as: ḋ = dn+1−dn
∆t . If

there is a parametric dependence on the history of the damage variable,
additional terms appear. For a more detailed description on the treat-
ment of parametric dependence and of the thermodynamically consis-
tent dissipation average along the time step denoted by 〈ψ〉, the reader
is referred to appendices A and B to the present document.

A usual assumption for non-healing materials is that damaging
is an ever-increasing variable. Negative damage and damage over d = 1
are also prohibited. This means that the optimization problem above is
constrained. Instead of using Lagrange multipliers, though, another op-
tion is to impose these restrictions during the solution of the nonlinear
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equation (due to the form of the damage dissipation pseudo-potential
equation 5.24 above).

Furthermore, it may also be convenient to work with damage
increment (∆d = dn+1−dn) in a time-discretized context, in which case
the monotonic increase of damage would translate into imposing non-
negative damage increments at every time step. Although the details
of the implementation of these constraints are omitted, this was done
in the provided examples that close the present chapter.

The internal variable optimization phase is thus concluded, and
the effective incremental potential Heffn can be built. The structure
of the chosen potentials translated into a naturally separated update
of viscous and damage variables, as demonstrated above. Stationarity
conditions of the effective incremental potential now yield the remaining
equations necessary to fully describe the thermomechanically-coupled
problem, namely mechanical equilibrium and the entropy form of the
first law of thermodynamics.

As discussed in the previous chapter for the undamaged problem,
stresses can be updated in hyperelastic-like fashion as follows, where a
similar split between internal and external parts of the effective incre-
mental potential of equation 4.57 can be performed:

Pn+1 = 2Fn+1
∂HeffIntn

∂Cn+1
(5.25)

It is easy to derive relations for the effective stress acting upon
a given point of the material (P̃n+1) as:

Pn+1 = f(dn+1)P̃n+1

= f(dn+1)

{
2Fn+1

[
∂W̃ e

∂Ĉn+1

∂Ĉn+1

∂Cn+1
+
∂W̃ vol

∂Jn+1

∂Jn+1

∂Cn+1

+∆t

〈
∂ψ̃KV

∂Ċn+1

〉
∂Ċn+1

∂Cn+1

]}
(5.26)

The kinematic derivatives presented in the previous subsection,
together with specific forms for the free energy potentials give the final
form of the updated stress.

Finally, the stationarity condition of the effective incremental
potential with respect to the global variable of temperature (in fact, a
maximum condition, as discussed in chapter 3, giving the thermome-
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chanical problem a saddle-point character) has to be evaluated:

∂Heffn

∂Tn+1
= 0 (5.27)

Given that the Helmholtz free energy serves as a potential for
entropy, and using the divergence theorem to move heat flux terms
from the boundaries to the volume, a local form of the first law of
thermodynamics including entropy is obtained:

ρRηn+1 = −f(dn+1)

[
∂W̃ e

∂Tn+1
+
∂W̃ vol

∂Tn+1
+

∂W̃h

∂Tn+1

]

=

Internal dissipation=Dint︷ ︸︸ ︷
f(dn+1)

[
∆t

ċj
Tn

〈
∂ψ̃KV

∂ċj

〉
+ ∆t

q̇j
Tn

〈
∂ψ̃MX

∂q̇j

〉]
+ ∆t

ḋj
Tn

〈
∂ψd

∂ḋ

〉
+ ρRηn + ∆tDiv

(
qR
Tn

)
+ ∆t

rR
Tn

(5.28)

As discussed for the optimality conditions with respect to viscous
and damage variables, the notation used above is rigorous only for
dissipation pseudo-potentials exhibiting no parametric dependence on

temperature. In this case, terms like f(dn+1)∆t
q̇j
Tn

〈
∂ψ̃MX

∂q̇j

〉
are what

remains of the actual full term ∆t
∂〈ψMX〉
∂Tn+1

. Full expressions for the

contributions to the increase of entropy of each dissipation source in a
general case can be found in appendix B.

5.5 EFFECT OF DAMAGE ON THE DERIVATION OF THE TAN-
GENT MODULI

The inclusion of damage also has an influence on the tangent
operators of the thermo-viscoelasticity model. The definition of the
tangent modulus as the total derivative of stress with respect to strains
is recalled below.

C =
d

dCn+1

(
∂HeffIntn

∂Cn+1

)
(5.29)

All the discussion of the previous chapter applies to the damaged
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model as well: the split between purely mechanical and thermomechan-
ical parts, and the additive decomposition corresponding to the split of
the Helmholtz free energy and dissipation pseudo-potential.

The influence of damage can be explored in a simpler setting,
starting from the definition of effective stress in equation 5.26.

C =
d

dCn+1

(
∂HeffIntn

∂Cn+1

)
=

d

dCn+1

(
f(dn+1)

1

2
F−1
n+1P̃n+1

)
(5.30)

Once more, it is possible to distinguish between two terms com-
ing from the equation above, one corresponding to the developments
presented in the previous chapter (under notation C̃) and another due
to damage coupling. The internal effective incremental potential of the
undamaged thermo-viscoelastic problem is used. Following the nota-
tion used heretofore, it is denoted H̃effIntn .

C = f(dn+1)C̃ +
∂f(dn+1)

∂dn+1

∂dn+1

∂Cn+1︸ ︷︷ ︸
I

∂H̃effIntn

∂Cn+1
(5.31)

It can be seen that the effective stress can be defined in the

adopted notation as the last term in the equation above:
1

2
Fn+1P̃n+1 =

∂H̃effInt
n

∂Cn+1
.

Since the formulation is symmetric, the cross-derivative term
(marked I in the equation above) can be calculated either from the total
damage derivative of the mechanical equilibrium equation, or from the
total derivative with respect to strains Cn+1 of the damage update
equation 5.24, as sketched below5.3:

drd
dCn+1

=
d

dCn+1

(
−Y d +

Tn+1

Tn

〈
∂ψd

∂ḋ

〉)
= 0 (5.32a)

− ∂rd
∂Cn+1

+
1

∆t

Tn+1

Tn

2〈∂2ψd

∂ḋ2

〉
∂dn+1

∂Cn+1
= 0 (5.32b)

∂dn+1

∂Cn+1
=

∂Y d

∂Cn+1

1
∆t

Tn+1

Tn

2
〈
∂2ψd

∂ḋ2

〉 =

∂H̃effInt

∂Cn+1

1
∆t

Tn+1

Tn

2
〈
∂2ψd

∂ḋ2

〉 (5.32c)

5.3Where notations match the case of a dissipation pseudo-potential exhibiting no
parametric dependence on the history of the damage variable.
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Clearly, the general case of history dependent dissipation pseudo-
potentials includes additional terms. Further details of the derivation
and expressions for the tangent moduli can be found in appendix D to
the present document.

Next, the thermal counterpart to the tensor modulus C has to
be evaluated. It carries both the information of the heat capacity (Dth)
and the thermomechanical coupling (Dthm) as defined in equation 4.93
for the thermo-viscoelastic problem without damage.

The same reasoning used for the tensor modulus C can be used
for its thermal counterpart D. Thus, two terms can be identified, one
derived in the undamaged problem (in the notation currently in use,
D̃), and another due to damage coupling effects. Since all dissipation

mechanisms are coupled to the temperature term Tn+1

Tn
, in addition to

the cross-derivative term, the second derivative of the damage dissipa-
tion pseudo-potential appears:

D =
d

dTn+1

(
∂HeffIntn

∂Tn+1

)
= f(dn+1)D̃ + ∆t

〈
∂2ψd

∂ḋ2

〉
+

∂

∂Tn+1

∂dn+1

∂Tn+1︸ ︷︷ ︸
II

∂HeffInt

∂Tn+1
(5.33)

The cross-derivative term, marked II in the equation above, can
be calculated from either the temperature derivative of the damage evo-
lution equation 5.24 as sketched below for the case of damage pseudo-
potentials with no history dependence, or from the derivative with re-
spect to damage of equation 5.28, as the proposed model is fully sym-
metric.

drd
dTn+1

=
d

dTn+1

(
−Y d +

Tn+1

Tn

〈
∂ψd

∂ḋ

〉)
= 0 (5.34a)

− ∂rd
∂Tn+1

+
1

∆t

Tn+1

Tn

2〈∂2ψd

∂ḋ2

〉
∂dn+1

∂Tn+1
= 0 (5.34b)

∂dn+1

∂Tn+1
=

∂Y d

∂Tn+1
+
[

1
Tn

〈
∂ψd

∂ḋ

〉
+ 1

∆t
Tn+1

Tn

2
〈
∂2ψd

∂ḋ2

〉]
1

∆t
Tn+1

Tn

2
〈
∂2ψd

∂ḋ2

〉 (5.34c)

Expressions for the general case, including parametric depen-
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dence and exploring the terms included in the average dissipation along
the time step 〈ψ〉, as well as the final form of tangent moduli Cth, Dth
and D are derived in detail in appendix D.

5.6 AN ALGORITHMIC VIEW OF THE INCREMENTAL VARIA-
TIONAL CONSTITUTIVE UPDATES

As done in the previous chapter for the variational model of
thermo-visco-elasticity, an algorithmic view of the necessary operations
of the proposed thermo-viscoelastic damage model is proposed. Given
the naturally separated update of viscous and damage variables, a com-
parison with the algorithm for thermo-viscoelasticity is interesting, and
brings up the principle of strain equivalence discussed at the beginning
of this chapter.

Once more, a displacement and temperature driven process is
considered (though short comments on stress and heat flux driven pro-
cesses are made in step 7). At the start of the time step, at instant
tn, all independent variables are considered known (Cn, Tn, qjn, Mjn

and dn), as well as their power conjugates and thermodynamic forces
(especially stresses Pn and entropy ηn) and the stored energy in the
Helmholtz free energy (Wn). At time tn+1, the load is considered ap-
plied through imposed values of the global variables: Cn+1 and Tn+1

1. From the imposed value of Cn+1 and from the known value of Cn,
the predictor state Cpr

n+1 is determined through equation 4.11.
A spectral decomposition is performed, determining the eigen-
vectors shared by the Maxwell viscous strains tensor, as a con-
sequence of the stationarity condition with respect to internal
variables Mv

j (equation 4.49).

2. The internal variable update, essentially local, can be split into
two parts because of the chosen form for the potentials (as demon-
strated in equation 5.22). The update of viscous variables is per-
formed exactly as before, by solving the nonlinear system of equa-
tions 4.52 and 4.55. A Newton-Raphson scheme is used, based
on the construction of a tangent matrix to this system of equa-
tions. At this point, in addition to the imposed global variables,
only the viscous internal variables are known. Damage remains
to be determined.

3. Damage update is then performed through the usually nonlinear
equation 5.24, with the known values of viscous strains in hand.
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4. With the values of all internal variables, the value of the Helmholtz
free energy at the end of the time step (Wn+1) can now be stored.
Additionally, an effective incremental potential is built through
equation 5.20, where a split between internal and external parts
similar to the one in equation 4.57 can be done.

5. Stresses at the end of the time step (Pn+1) are updated in hyperelastic-
like fashion through equation 5.26, where the concept of effective
stress (P̃n+1) is present.

6. Entropy is also updated from the stationarity of the effective in-
cremental potential, through equation 5.28.

7. As for the thermo-viscoelastic model without damage, tangent
moduli can be calculated through expressions like equations 4.73
(mechanical part C) and 4.93 (thermal part D), modified by
the inclusion of damage through equations 5.31 and 5.33, re-
spectively. For the case of imposed forces or heat fluxes (in-
stead of displacements and temperatures), the tangent moduli
are used to assess convergence with respect to the mechanical
equilibrium equation (defined, in the damaged case, exactly as in
equation 4.56), and the entropy form of the first law of thermo-
dynamics (defined as in equation 5.27, which gives rise to equa-
tion 5.28), until total strains and temperature fields are correctly
calculated.

8. All the values of the independent variables, stress conjugates and
stored energy are then stored, and the algorithm may continue to
the next time step.

One such algorithm was the basis for the implementation of a
simple example, presented in the final subsection of this chapter, illus-
trating the characteristics of a model of fully-coupled thermo-viscoelastic
damage with naturally separable update of viscous and damage vari-
ables.

Before doing this, though, going back to the discussion in section
2.5 on possible drawbacks of the proposed models, a primer on modeling
alternatives capable of circumventing certain limitations related to the
implementation of damage is offered in the following subsection.
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5.7 THERMO-VISCOELASTIC DAMAGE: LIMITATIONS AND MOD-
ELING ALTERNATIVES

The proposed model of thermo-viscoelastic damage detailed in
this chapter, though accounting for a variety of phenomena and for
couplings between them, can have limitations in dealing with some
features observed in polymer-like material behavior. As discussed in
section 2.5, they mostly relate to the choice of the damage model and
to the way it is assumed to affect different portions of accumulated and
dissipated energy.

Below, it will be made clear that these issues are not related
to variational formulations as a whole, but rather to the specific mod-
eling choice advocated in this chapter. Although previously exposed,
the reasons behind the choices made here will be explored once again,
focusing on the advantages of the used framework.

The first possible limitation of the proposed model resides in the
way damage acts upon the thermal accumulation term W th. It is as-
sumed here that the damaging function reduces the material’s ability
of storing thermal energy in the same way it does the ability of stor-
ing elastic energy or dissipating viscous energy. In a classical CDM
setting, this would mean that the microvoids and microcracks present
in the damaged state of figure 5.1 no longer conserve the possibility
of storing thermal energy. In Canadija & Mosler (2013), for instance,
it is argued that, for metals, that is not the case, and even damaged
material conserves heat capacity. If similar evidence can also be found
for a given class of polymers, then the chosen path presented in this
chapter would be lacking.

It can be easily seen, though, that no extensive change to the
structure of the variational model needs to be made to accomodate
for such an occurrence. It would suffice to redefine the Helmholtz free
energy potential of equation 5.10 as follows:

W (C, qi,M
v
j , T, d) = f(d)W̃ vol(J, T )+W th(T )+

K∑
k=1

3∑
j=1

f(d)W̃ ek(εej , T )

(5.35)
The structure of the variational formulation would remain natu-

rally staggered, since W th does not come into play in the determination
of viscous strains directions or magnitudes. Changes appear in the def-
inition of entropy and in the damage update, as a heat accumulation
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term no longer appears in the definition of the energy restitution rate:

ρRηn+1 = − ∂W

∂Tn+1
= −f(dn+1)

[
∂W̃ e

∂Tn+1
+
∂W̃ vol

∂Tn+1

]
− ∂W th

∂Tn+1
(5.36)

Tn+1

Tn

〈
∂ψd

∂ḋ

〉
=
[
W̃ vol + W̃ e + ∆t

〈
ψ̃
〉]

= Y d (5.37)

Expressions for the modified tangent terms of thermomechanical
coupling (Cthm or Dthm) and purely thermal effects (Dth) are omitted
here, but can be obtained in straightforward fashion.

By choosing not to apply the damaging function to W th, the ma-
terial conserves its original heat capacity even though damage evolves.
The microvoids and microcracks classically related to damage would
then be portions of material disconnected from their environs, thus un-
able to bear stresses, however still filled with the same amount of mass,
thus able to store energy thermally.

Conversely, in the presented model, the driving mechanism be-
hind the evolution of damage also includes the heat capacity term.
Going back to the same sort of microstructural argument presented
in chapter 2, this means that, as the temperature increases and the
molecules become more excited, secondary bonds become less stable
and the probability of rupture of principal bonds increases, compro-
mising the integrity of the material. This effect is lost in the version of
the equations presented above. Furthermore, even if damage reaches
1 and the material can no longer bear any mechanical load, the com-
promising of polymer chains due to damage would seem to have some
effect on their ability to store thermal energy.

In other words, it is possible to argue that the real effect of
damage on heat capacity lies somewhere between the limiting cases
presented in previous sections of this chapter and that sketched in the
equations above. This is left as a subject for future works.

Still reflecting upon the driving mechanism behind damage evo-
lution and on the choice of a single damage variable to account for all
degradation sources, a second possible issue arises. Such a model might
appear to be simplistic, as elastic strains, viscous and thermal effects
all contribute equally to the evolution of the single damage variable.

A natural solution would be to have individual damage variables
and damaging functions for each portion of energy. In other words, the
free energy potential would be defined as:
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W (C, qi,M
v
j , T, d

e, dth, dek) =

fe(de)W̃ vol(J, T ) + f th(dth)W th(T )

+

K∑
k=1

3∑
j=1

fek(dek)W̃ ek(εej , T ) (5.38)

Each viscous dissipation term would be defined as:
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(5.39)

And the damage dissipation would include contributions from all
different damage sources:
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ḋek,

Tn+1

Tn
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(5.40)

The interaction between damage variables in such a model would
need to be determined. Fully uncoupled variables would be allowed to
vary individually from 0 to 1, and failure would then be related to
the attainment of 1 of one of these variables. On the other hand, a
combined failure criterion could be devised, whereby some mix of all
damage variables would be evaluated in determining failure. A simple
sum of the different damage mechanisms would be simplest example of
such a strategy.

Though richer in describing damage mechanisms, such a model
would entail a drastic increase in the number of parameters. With no
standards on the definitions of what constitutes each part of damage (or
on how to isolate various sources of damage) or on the tests necessary
to identify a set of parameters, this seems like a daunting task.

Additionally, this would mean the end of the staggered structure
of the proposed formulation, as the optimality condition with respect
to viscous internal variables would now involve two different damag-
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ing functions. It would become impossible to uncouple the update of
viscous and damage variables - each Maxwell branch would be a sys-
tem of equations including viscous and damage optimality conditions.
Thus, for Maxwell branch k, it would be necessary to solve the following
system:

rj =
∂L
∂qj

= −fek(dek)
∂W̃ e

∂εej
qj + fvk(dvk)

Tn+1

Tn

〈
∂ψ̃vk

∂q̇j

〉
+ λ0 = 0 (5.41a)

rdek =
∂L
∂dek

=
∂fek(dek)

∂dek
W̃ ek +

Tn+1

Tn

〈
∂ψdek

∂ḋek

〉
= 0 (5.41b)

rdvk =
∂L
∂dvk

=
∂fvk(dvk)

∂dvk
∆tψ̃vk +

Tn+1

Tn

〈
∂ψdvk

∂ḋvk

〉
= 0 (5.41c)

It is easy to see that a possible solution to the loss of the stag-
gered structure would then be using the same damaging function to
both the elastic and viscous parts of every Maxwell branch. The matter
of identifying parameters for several damaging functions would remain,
however.

Another way the staggered structure of the internal variable up-
dates could be lost is through the inclusion of any kind of dependence
on the value of other internal variables in the damage dissipation, be it
parametric of explicit. This translates into assuming a pseudo-potential
of the following respective forms:

ψd
(
Tn+1

Tn

∆d

∆t
; qjn+α, dn+α, Tn+α

)
(5.42a)
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Tn

∆d

∆t
,
Tn+1

Tn

∆qj
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; qjn+α, dn+α, Tn+α

)
(5.42b)

The optimality condition with respect to internal viscous vari-
ables would then read:
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rj =
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∂ψ̃
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〉
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Clearly, crossing out the damaging function f(d) is no longer
possible, and the update of the damage variable has to be done simul-
taneously to that of the viscous variables.

This would be the case, for instance, if a damage initiation
threshold determined by the magnitude of viscous strains qj were to
be introduced. In fact, this type of dependence is a common staple of
many damage models.

The thermo-viscoelastic damage model presented in previous
subsections does not deal with damage thresholds: damage initiates
as soon as there is loading. It should be clear that the loss of the stag-
gered structure of internal variable updates would only happen if the
introduced threshold is a function of other internal variables. Damage
initiation thresholds depending on the amount of accumulated damage,
or considered as a (possibly temperature dependent) material property
would not cause these kinds of changes. Their inclusion in the pro-
posed variational context is straightforward, and is analogous to the
treatment of yield functions in plasticity.

Similar issues with regards to the loss of a naturally-staggered
sequence in the internal variable updates arise in models where a sin-
gle damage variable is differently affected by effects of diverse natures
or occurring at various time scales. Equation 5.10 shows a possible
way of having a richer model, with different damaging functions acting
upon different parts of the additively decomposed Helmholtz free en-
ergy potential. Even with a single scalar damage variable d, this would
represent a richer model.

However, as soon as different damaging functions act upon dif-
ferent portions of energy, the staggered structure that allows for the
post-processing of damage after the update of viscous variables in an
equivalent strains disappears. In turn, more extensive changes need
to be made to previously implemented constitutive models, and the
potential for modularity is lost.

Devising a framework for the inclusion of damage driven by var-
ious sources of energy in a readily applicable way was one of the main
concerns during the development of the present work, and thus models
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such as those presented in the previous equations were not explored.

5.8 SAMPLE NUMERICAL TESTS

In order to demonstrate the capabilities of the proposed varia-
tional model of thermo-viscoelastic damage, different aspects of some
examples are evaluated. Displacement-driven uniaxial tensile tests at
three different strain rates are run, in order to show the influence of the
imposed strain rate upon the evolution of all internal variables, stresses
and entropy.

Figure 5.2 – Strain rate influence on the effective stress-strain behavior
of a thermo-viscoelastic damage model - a single Maxwell branch. No
observed softening, as expected for the undamaged equivalent problem.

As in the last chapter, consistency tests at a single Gauss point
are run, so as to isolate the constitutive effects from the domain ge-
ometry. Adiabatic conditions are considered, so that temperature be-
comes an internal variable reflecting the amount of locally generated
heat through thermomechanical coupling and dissipation. Material pa-
rameters are not chosen to represent any specific kind of material, and
results should be interpreted qualitatively. If future works demand the
fitting of the proposed model to experimental results, the variational
structure and the easiness to calculate derivative and symmetric tan-
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Figure 5.3 – Strain rate influence on the damage variable-strain behav-
ior of a thermo-viscoelastic damage model - a single Maxwell branch.
Viscous strains evidenced as the guiding force behind damage evolu-
tion: higher values for the damage variables obtained for the lower
stress cases.

gent operators make it well-lent to the task.
A single Maxwell rheological element is simulated in the first

example, with no spring in parallel.
As shown in detail in previous sections, the proposed model of

thermo-viscoelastic damage is built upon specifically chosen forms of
free energy and dissipation, leading to a naturally separable structure.
The update of the damage variable can be uncoupled from that of the
viscous strains. This was shown to be consistent with the assumed
hypothesis of strain equivalence. In essence, the update of viscous
variables takes place in the undamaged space of equivalent strains.
This first step of the internal variable update corresponds to performing
the same uniaxial tensile tests in the undamaged model presented in
chapter 4. This gives rise to effective stresses following the same type
of thermo-viscoelastic behavior. In figure 5.2, the predicted curves
of effective stress-strains are presented. As the imposed strain rate
increases, so does the value of effective stress.

With the updated values of viscous strains in hand, it is then
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Figure 5.4 – Strain rate influence on the stress-strain behavior of a
thermo-viscoelastic damage model - a single Maxwell branch.

possible to evaluate the evolution of the damage variable (as in equa-
tion 5.24). Viscous strains are the main guiding force of damage evo-
lution. Therefore, where viscous strains are lower, so is the damage
measure. In a Maxwell model, higher strain rates translate into lower
viscous strains, as the spring is forced to bear the imposed loads while
the dashpot has not had enough time for relaxation. These effects are
shown in figure 5.3.

The update of damage variables concludes the local optimization
procedure. Stresses can then be updated in hyperelastic-fashion, from
the internal part of the effective incremental potential (HeffIntn ) as
described in equation 5.25. Due to damage evolution, real stresses
acting upon the simulated material point exhibit softening, as shown in
figure 5.4. The so called Mullins effect commonly observed in polymers
is often simulated with models allowing for such a softening due to
viscoelastic damage. Further investigation on the application of the
model proposed here to the description of the Mullins effect is necessary,
though.

Since the proposed thermomechanical constitutive model is fully
coupled, the evolution of temperature and entropy come naturally as
a result of the optimization of the effective incremental potential. Fig-
ure 5.5 shows an interesting competition of effects. In Maxwell models,
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Figure 5.5 – Strain rate influence on the temperature-strain behavior
of a thermo-viscoelastic damage model - a single Maxwell branch. Ini-
tially, thermoelastic effects result in cooling. Later, viscous dissipation
dominates and local heat generation ensues.

as loads are applied, the spring is led to bear all the initial instanta-
neous deformations. Some time has to pass before viscous flow can take
place at the dashpot, due to the characteristic relaxation time intro-
duced via the material’s viscous parameters. Hence, at the beginning,
the elastically stored energy potential dominates the incremental po-
tential. Thermoelastic cooling, typical of isentropic elastic processes,
dominates the evolution of temperature at first. Next, however, as
viscous strains start to take place, internal dissipation grows in magni-
tude and local heat generation (recalling that adiabatic conditions are
considered) takes over. Temperatures then start to increase, in a clear
demonstration of the nature of thermomechanical coupling.

Next, following the sample tests presented in the previous chap-
ter, a comparison of the damaged model with its undamaged coun-
terpart is done for relaxation tests. The same rheological model (two
Maxwell branches and a spring in parallel) and material parameters
used previously in the relaxation tests of chapter 4 are kept, but poten-
tials are modified by the damaging factor (1 − d) as well as a damage
dissipation pseudo-potential are added to the model. Test conditions
remain the same: the material is loaded to a logarithmic strain of 0.3
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at the indicated strain rate and later kept there.

Figure 5.6 – Relaxation test of two Maxwell branches with damage at
different strain rates: evolution of stress and temperature.

Figure 5.6 shows the evolution of the actual stress through time
for three different initial strain rates, as well as the corresponding
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temperature evolution. Unlike the thermo-viscoelasticity model, now
stresses do not converge to the same equilibrium level. As viscous
strains evolve during the second phase of the test, the damage variable
evolves differently for each case and different stress levels are obtained.

The profile of temperature evolution follows the same pattern
shown for the previous set of examples, with an initial thermoelastic
cooling giving place to dissipation-driven heating. Even though lower
viscous strains are reached for higher imposed strain rates, the fact
that higher viscous stresses are present dominates total dissipation,
and results in higher temperature levels.

This can be seen in figure 5.7, where the entropy evolution profile
is consistently higher for higher imposed strain rates.

The damage evolution profile predicted by the model is also pre-
sented in figure 5.7. Clearly, the brunt of damage evolution takes place
during the relaxation phase of the test, instead of during the loading
phase. For higher imposed strain rates, lower characteristic times are
excited, and thus the initial higher slope in damage evolution. When
high frequency effects have subsided, damage evolution is slower. On
the other hand, for slower strain rates, it takes longer for excited modes
to relax, and damage evolves longer.

Next, hysteresis curves for Maxwell and generalized Kelvin-Voigt/Maxwell
rheological models are analyzed. The same material and loading param-
eters used in the previous chapter are kept here. Additionally, figures
are presented in the same scales, in order to facilitate comparisons.

The rheological model with two Maxwell branches in parallel to
a single spring is shown in figure 5.8. Once more, the hysteresis loop,
representing energy loss due to irreversible viscous strains is evident.
Now, due to damage evolution, however, stress levels obtained in the
second traction phase are markedly lower.

In addition to viscous straining, damage evolution is an addi-
tional source of dissipation, which is reflected in higher temperature
increase levels obtained throughout the cyclic test, as seen on the bot-
tom of figure 5.8. The profile of predicted damage evolution is shown
in figure 5.10.

For the full generalized Kelvin-Voigt/Maxwell model with dam-
age, hysteresis loops are more pronounced, as shown in figure 5.9, be-
cause the Kelvin-Voigt dashpot is subjected to the full imposed strain
rate instantly. In Maxwell elements, the spring in series with the dash-
pot acts as a buffer, and stresses change signs much closer to the original
starting point. The effect of damage appears again in the lower stress
levels obtained for the second traction step.
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Figure 5.7 – Relaxation test of two Maxwell branches with damage at
different strain rates: evolution of damage variable and entropy.

As expected, temperature levels are higher for the generalized
model. This is also due to dissipation in the Kelvin-Voigt dashpot,
which dominates temperature increase. The temperature profile on
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Figure 5.8 – Hysteresis loop in cyclic loading of Maxwell elements with
damage: stress-strain and temperature-strain curves.

the bottom of figure 5.9 shows a strong linear component coming from
the constant viscous stresses experienced by the dashpot in parallel,
subjected to the total imposed strain, constant at every load step.
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Figure 5.9 – Hysteresis loop in cyclic loading of a generalized Kelvin-
Voigt/Maxwell rheological model with damage: stress-strain and
temperature-strain curves.

The predicted damage evolution profile is represented in fig-
ure 5.10.
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Figure 5.10 – Evolution of the damage variable during the cyclic load-
ing of two Maxwell branches (on top) and of the generalized Kelvin-
Voigt/Maxwell rheological model (on the bottom).
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6 NONLOCAL TREATMENT OF
THERMOVISCOELASTIC-DAMAGE THROUGH
THE THICK LEVEL SET METHOD

Chapter overview: Purely local models of damage are lim-
ited by the known issue of spurious localization. Since ma-
terial points do not communicate, damage (essentially a
volume-depending measurement of the phenomenon of ma-
terial degradation) can generate catastrophic failure in a
vanishing volume, and thus with zero dissipation (the phys-
ically motivated model becomes strongly mesh dependent).
This was the motivation for the development of all nonlo-
cal damage models. A recent alternative, providing a bridge
between damage and fracture using the level set toolbox, is
the Thick Level Set method. In it, damage is associated to a
characteristic length, which leads to the generation of fairly
narrow regions of distributed damage around points where
initiation was detected through the chosen criterion. In re-
cently proposed enrichments to the original TLS model, it is
shown that there must be restriction on the rate of damage
evolution.

6.1 INTRODUCTION: SPURIOUS LOCALIZATION AND NONLO-
CAL DAMAGE MODELS

All the previously presented damage models are essentially local,
in that the evolution of internal variables is independent of their gra-
dients. In other words, internal variables evaluated at every material
point are oblivious to what happens in adjacent points, since there is
no way for information exchange to take place. This is a feature shared
by many classic damage models, giving rise to the thoroughly explored
issue of spurious localization.

Since any material volume cannot share information with its
neighbors in purely local models, it is possible for the damage initiation
threshold to be attained in a single element while the rest of the material
remains in its perfectly undamaged state. In turn, this may lead to
typically brittle material behavior, with little to no dissipation taking
place between damage initiation and evolution (since damage takes
place in an arbitrarily small material volume, related to the level of
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refinement of the mesh - whereby spurious localization is often reflected
in and referred to as pathological mesh dependence).

This problem was evident from the early papers on continuum
damage mechanics onward, and has merited the attention of many re-
searchers throughout the years. The field of nonlocal damage models
is well established, and counts several different branches, depending on
the proposed approach to circumvent the limitations of purely local
models. A concise taxonomy of the more classical families of non-
local damage models can be found in Peerlings et al. (2001), and is
briefly reviewed below, along with other more recent approaches (such
as those based on phase field theory, such as the one proposed by Miehe,
Welschinger & Hofacker (2010), and variationally based formulations,
as found in Bourdin, Francfort & Marigo (2008)). The more recent al-
ternatives include the Thick Level Set method (originally proposed by
Moës et al. (2011), and further developed by Bernard, Moës & Chevau-
geon (2012) and Stolz & Moës (2012)), the chosen method used in con-
junction with the proposed variational models in the following, which
shall receive its own subsection and be explored in finer detail.

6.2 BRIEF OVERVIEW OF NONLOCAL DAMAGE MODELS

As previously mentioned, the main issue limiting the application
of purely local damage models is their inability of transferring infor-
mation between material points. This is the motivation behind the
development of all types of nonlocal damage models. What differenti-
ates them is the mechanism of information transfer between different
parts of the body.

Before its application to damage problems, this sort of feature
had already been incorporated into other constitutive models. Start-
ing from the assumption that the free energy potentials should depend
on gradients of some measure of deformation (appearing as additional
independent variables in the set Z) and then deriving the thermody-
namic consequences of such a model by means of the Coleman-Noll
procedure described in chapter 3, nonlocal constitutive models, such
as nonlocal elasticity (due to Kröner (1967) and Eringen (1972)) and
nonlocal plasticity (Eringen (1981, 1983), for a couple of early models),
were successfully developed to deal with various issues, such as limiting
localization around stress concentration regions.

The classical families of nonlocal damage models originated from
the available tools for nonlocal constitutive models. Following a general
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classification used, for example, in Peerlings et al. (2001), Askes &
Sluys (2002), Simone (2007), there are three main families of classical
nonlocal damage models, according to the choices of variables to carry
the nonlocal information. A very brief overview of the basis behind
each family is given below.

The first nonlocal constitutive models dedicated to damage were
the so called integral models, developed initially in Pijaudier-Cabot &
Bazant (1987) and Bazant & Pijaudier-Cabot (1988). Though varia-
tions exist, in general the local (equivalent6.1) strain measure is replaced
by a weighted average of strains in a neighborhood around each point
(denoted with an overhead bar, ε̄), which then guides the evolution of
damage. In small strains, this would translate to:

ε̄(x) =

∫
Ωt
ω(||x− ξ||)ε(ξ)dV∫

Ωt
ω(||x− ξ||)dV

(6.1)

In the above equation, a weighting function ω(||x− ξ||) is used,
with ξ denoting the neighborhood of the point x. The size of the do-
main that is integrated can vary, from determined characteristic lengths
(denoted from here on as lc) to the full domain.

As discussed in Simone (2007), such integral models have some
undesired numerical consequences, namely the significant reduction in
matrix sparsity, as every element (in a finite element context) commu-
nicates with many others.

In order to circumvent the limitations to the application of non-
local integral models of damage, gradient-based models were proposed.
The central concept towards the development of gradient models is
taking the Taylor expansion of the local (equivalent6.2) strains:

ε(ξ) = ε(x) +
∂ε

∂xi
[ξi − xi] +

1

2!

∂2ε

∂xi∂xj
[ξi − xi][ξj − xj ] + ... (6.2)

Depending on how the expanded expression of local (equivalent)
strain is used, two families of gradient-enhanced damage models are
commonly distinguished: explicit and implicit gradient models.

6.1As discussed in the previous chapter, in the present document the hypothesis
of strain equivalence is considered, so that the distinction here is not necessary.
Integral models, however, can be used in conjunction with any local model of dam-
age. If the equivalent strain is defined differently, for instance when considering the
hypothesis of strain energy equivalence, the nonlocal treatment is dispensed to the
corresponding measure of strain.
6.2See discussion in footnote 6.1.
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Taking this expansion back to the integral average of equation 6.1,
and determining a cutoff to terms up to the second order, the averaged
strain measure at point x now reads simply as follows, where a(lc) is
a constant depending essentially on the determined size of the acting
neighborhood, and therefore, of the introduced characteristic length lc
for damage phenomena:

ε̄(x) = ε(x) + a(lc)∇2ε (6.3)

The equation above is the basis to the explicit gradient mod-
els, described in Askes & Sluys (2002) and used, among many other
examples, in Frémond & Nedjar (1996). It is clear that the averaged
measure guiding damage evolution takes into account a purely local
contribution and some nonlocal information carried by the gradient of
strains.

Explicit gradient damage models are easier to implement than
integral models, and exhibit lower computational cost, as matrix spar-
sity is recovered (elements communicate only as far as determined to
calculate gradients). However, as discussed in (ASKES; SLUYS, 2002),
they may introduce spurious modes in some conditions, leading to non-
physical results and reflecting some influence of the discretization (i.e.,
the damage model cannot be considered mesh independent).

Another alternative, for which these issues are no longer present,
is the family of implicit gradient models. Developed in Peerlings et
al. (1996), and used in many articles such as Peerlings, Massart &
Geers (2004), the implicit gradient damage models assume that the
local measure of strain is influenced by the gradient of the average
strains, so that equation 6.3 becomes:

ε(x) = ε̄(x)− a(lc)∇2ε̄(x) (6.4)

The average strains continue to be the driving force behind dam-
age evolution. Now, two coupled sets of equations have to be solved,
to enforce the definition of the local (equivalent) strains above.

This has several consequences on the mathematical structure of
the nonlocal formulation. No extensive discussion is made here, as it
falls outside the scope of the present document. However, it should
be noted that implicit gradient formulations are equivalent to integral
formulations, using Green’s function as a weighting function, which
attributes higher weights to material points ξ closer to the point x in
question (PEERLINGS et al., 2001). The formulation can be shown to be
fully mesh independent, and not to introduce non-physical response.
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These classical models have deserved extensive attention in the
literature in recent decades, being applied to various contexts. They
still represent an increase on computational costs of damage model-
ing, however, and have thus remained short of completely solving the
issues of nonlocal damage modeling in engineering applications, espe-
cially as damage increases to the point of demanding the inclusion of
macroscopic cracks.

Recently, new alternatives based on other physical principles
have been developed, in attempts to provide a different point of view
to the problem, often straddling the conceptual gap between fracture
mechanics (originated by Griffith (1921)) and continuum damage me-
chanics (this gap will be very briefly discussed in the following subsec-
tion).

One such effort is the phase-field approach to fracture, developed
in Hakim & Karma (2005). Coming from a physics background, a model
for the prediction of crack paths is proposed. A type of damage-like
field is used to effectively diffuse the crack along some neighborhood.
The evolution of the crack tip is then determined by the minimization
of an energy-like function.

Another recent development is the variational approach to frac-
ture presented in Bourdin, Francfort & Marigo (2008). The problems
of crack initiation and evolution are respectively framed as global and
local energy minimization problems. Once more, a type of smeared
quantity around the crack (which can once more be interpreted as a
measure of damage) is used in implementation, similarly to some mod-
els of cohesive forces.

Sharing some concepts with these recent alternatives to the non-
local modeling of damage and fracture, but making use of a different
set of numerical tools dedicated to more efficient implementations, the
Thick Level Set approach proposed in Moës et al. (2011) is the nonlocal
model of choice in the present document. It is described in detail in
the following subsection.

6.3 THE THICK LEVEL SET APPROACH TO DAMAGE AND FRAC-
TURE

One of the more recent alternatives to nonlocal damage modeling
is the Thick Level Set (TLS) approach to damage and fracture. Origi-
nally proposed by Moës et al. (2011) and later developed by Bernard,
Moës & Chevaugeon (2012) and Stolz & Moës (2012), the TLS model
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in fact constitutes a bridge between the classical fields of continuum
damage mechanics and fracture mechanics. Although deeply steeped
on and dependent of the mathematical toolbox of level sets, the TLS is
not simply a numerical way of encompassing these two separate fields,
but rather a theoretical foundation.

This theoretical foundation is related to the hypothesis that ma-
terials have an inherent property determining the minimum distance
between fully sound and fully degraded regions of the material, a char-
acteristic length (lc) to the degradation of material properties. In chap-
ter 2, the physical evidence of the existence of such a characteristic
length in polymers was discussed, manifested through crazing in the
wake of an evolving crack. As shown in further detail in the following
paragraphs, the existence of such a property motivates the represen-
tation of damage variables in fields, where different regions are clearly
distinguishable.

Instead of using only local variables to store damage information
throughout the material domain, in the TLS approach, there are two
clearly identified fronts. Using a single level set function, denoted φ,
a damage initiation front is identified as the iso-zero contour of the
level set (marked Γ0, in figure 6.1 below). Next, a front of totally
damaged material is identified as the ”iso-lc” contour (marked Γc in
figure 6.1). In the wake of the ”iso-zero” front, since the material is fully
sound, no damage evolution model needs to be computed. No healing
is considered, so that after the ”iso-lc”, since the material has become
completely degraded, no damage evolution model is necessary anymore.
Hence, the computation of damage evolution, the nonlocal part of the
model, only happens in a typically small region of the material domain
Ωt, a primer into one of the main advantages of the TLS over other
nonlocal models of damage.

The level set φ has the property of being a signed-distance func-
tion, so that a constant distance between fronts Γ0 and Γc can be kept
at the constant value of the introduced characteristic length lc. In or-
der to remain a signed-distance function, the gradient of the level set
φ must have unitary length:

||∇φ|| = 1 (6.5)

The damage variable then relates to the level-set function, as
shown in equation 6.6 below. A representation of a possible damage
field and its corresponding level-set is shown in figure 6.1.
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Figure 6.1 – Distribution of the damage variable as delimited by the
Thick Level Set. [Source: (MOËS et al., 2011)]

d(φ) = 0, φ ≤ 0

0 < d(φ) < 1⇔ d′(φ) ≥ 0, 0 ≤ φ ≤ lc (6.6)

d(φ) = 1, φ ≥ lc

Since the level-set is a signed-distance function, it can be shown
that in parallel contours to the ”iso-zero”, the damage variable must be
constant. This induces a natural change of variables, with the Cartesian
coordinates in two dimensions giving place to the position along the
front s and to the distance to the damage front (equal to the vale of
the level-set itself, φ). This is represented in figure 6.2. All the damage
evolution equations are formulated in these modified coordinates.

By construction, in addition to the characteristic length lc, the
second ingredient to the model is the damage profile along the level-set
thickness (d′(φ) = ∂d

∂φ ). Smooth derivatives at φ = 0 and φ = lc are
used for continuity of the model.

As usual, the level set evolution equation is given as follows,
where the normal velocity of the damage front has magnitude vn.

∂φ

∂t
+ vn∇φ.n = 0 (6.7)
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Figure 6.2 – Local coordinate system induced by the TLS: positions
along the damage front s and normally along the level set thickness φ.
[Source: (BERNARD; MOËS; CHEVAUGEON, 2012)]

Accordingly, the damage evolution equation is given by:

ḋ =
∂d

∂φ

∂φ

∂t
= d′vn (6.8)

In order to verify thermodynamic consistency, a variational-like
approach to damage modeling can be taken. Replacing the explicit
dependence on the damage variable d by the level-set φ in the potential
Hn representing the problem, the stationarity condition with respect to
admissible variations δφ (which, for the proposed variational thermo-
viscoelastic damage model, is of the specific form 5.24) of the level-set
can be written as follows:

∂Hn
∂φ

[δφ] =

−
∫

Ω

Y dd′(φ)δφdΩ︸ ︷︷ ︸
I

+ ∆t

∫
Ω

〈
∂ψd

∂(d′(φ)vn)

〉
δφdΩ︸ ︷︷ ︸

II

= 0 (6.9)

The term marked I in the equation above can be interpreted as
the necessary energy to make the level-set move by δφ. Clearly, the
integrals only need to be performed in the small region between Γ0 and
Γc, a typically small region denoted Ω0−c in Moës et al. (2011), whose
volume element after the change in variables can be shown to read as
follows (where the curvature radius of the level-set at the ”iso-zero” is
denoted ρ(s)):
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dΩ =

[
1− φ

ρ(s)

]
dφds (6.10)

The incremental energy needed to make the level-set move by
δφ can now be developed as follows, with the integral along the level-
set thickness known a priori by the introduction of the damage profile
d′(φ). A configurational force g(s) is defined in equation 6.12:

−
∫

Ω

Y dd′(φ)δφdΩ = −
∫

Ω0−c

Y dd′(φ)δφdΩ

= −
∫

Γ0

∫ lc

0

Y d(φ, s)d′(φ)δφ(s)

[
1− φ

ρ(s)

]
dφds

= −
∫

Γ0

g(s)δφ(s)ds (6.11)

It can be seen that g(s) is power conjugated to the velocity of
the front (equation 6.13 brings the internal dissipation due to damage)
and dependent on the imposed damage profile along the thickness of
the level-set:

g(s) =

∫ lc

0

Y d(φ, s)d′(φ)

[
1− φ

ρ(s)

]
dφ (6.12)

Ddint =

∫
Ω0−c

Y dd′(φ)vndΩ =

∫
Γ0

g(s)vnds (6.13)

Damage evolution equations can be derived by solving the non-
linear equation 6.9. The correct admissible evolution of the level-set
δφ is determined by the balance between terms I and II. This can be
seen as a balance between the damage dissipation as estimated by the
free energy (via the energy restitution rate Y d) and by the damage dis-
sipation pseudo-potential ψd. Following in the spirit of the change of
variables, it is possible to write a new form for the dissipation pseudo-
potential called ψ̄d, as a function of the front velocity vn, which replaces
the rate of the damage variable ḋ.∫

Ω0−c

ψd(d′(φ)vn)dΩ =

∫
Γ0

ψ̄d(vn, s)ds (6.14)

Since the damage profile along the level-set thickness is given,
in Bernard, Moës & Chevaugeon (2012) an expression for the deter-



202

mination of an average value of the energy restitution rate along the
level-set (Ȳ d) is given as follows, and represented in figure 6.3. This
can take all the necessary evaluations of functions in equation 6.8 to
the damage initiation front, and render implementation more efficient:

Ȳ d(s) =

∫ lc
0
Y dd′(φ)

[
1− φ

ρ(s)

]
dφ∫ lc

0
d′(φ)

[
1− φ

ρ(s)

]
dφ

(6.15)

Figure 6.3 – View of the average energy restitution rate (Ȳ d) along the
thick level set. [Source: Kévin Moreau]

The original TLS model, in Moës et al. (2011), proposed the
creation of small damage fronts around initiation points, as soon as a
damage threshold (usually called Y c in classical models) was reached.
The nonlocal treatment of damage started from initiation. However,
under certain conditions, the damage variable may be diffuse along
the material domain. In other words, some loading conditions may
lead to damage spread smoothly along the body. In those cases, no
localization is occurring, and the chosen local damage model would be
able to properly solve the problem.

In Bernard, Moës & Chevaugeon (2012), a different approach
to the one in Moës et al. (2011) is proposed. Since the goal is to
avoid localization, the TLS treatment need only be activated once the
damage gradient reaches a certain value. In this diffused damage TLS
model, damage evolution only starts to take into account nonlocal terms
(such as g(s)) once the gradient of the level-set reaches ||∇φ|| = 1,
the condition previously imposed so that it remains a signed-distance
function. This leads to a new sectioning of the domain into areas of
nonlocal modeling of damage (Ω+, where it is imposed that ||∇φ|| = 1)
and areas of local modeling of damage (Ω−, where ||∇φ|| < 1), as seen
in figure 6.4
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Figure 6.4 – Diffused damage TLS models: areas of nonlocal (Ω+) and
local damage modeling (Ω−) as determined by the gradient of the level-
set function. [Source: Kévin Moreau]

Two distinct terms now contribute to the internal dissipation
due to damage evolution. In region Ω−, the purely local damage model
can be used in its original form. In region Ω+, nonlocal contributions
are taken into account in the determination of the average energy resti-
tution rate Ȳ d.

Ddint =

∫
Ω+

Ȳ dd′(φ)vndΩ +

∫
Ω−

Y dḋ dΩ (6.16)

In the final section of the present chapter, the diffused-damage
version of the TLS is applied to a sample example of thermo-viscoelastic
damage.

6.4 BRIEF OBSERVATIONS ON THE CONNECTION BETWEEN
THE THICK LEVEL SET AND FRACTURE MECHANICS

Before moving on to the details of the coupling between the vari-
ational thermo-viscoelastic damage model proposed in chapter 5 and
the TLS approach to damage described above, a brief aside must be
made on the TLS as viewed from a fracture mechanics angle. One of
the central reasons for the choice of the Thick Level Set approach to
model polymer behavior in the full range of life, from fully sound to
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fully degraded materials, was its ability to include fracture and dam-
age in a single framework. As mentioned of the phase-field and the
variational approaches to fracture, the TLS also provides a bridge be-
tween fracture and damage mechanics, although founded upon different
physical principles.

Developed by the same group that has extensively worked with
the extended finite element method6.3, the TLS lends itself well to the
inclusion of material interfaces and discontinuities. The formalism of
level sets is present, with its values stored at Gauss points allowing for
elements to be cut and enriched, in X-FEM fashion (typically, Heaviside
approximation functions are added to the regular FEM functions of
choice, in the presence of a crack). Within the TLS formalism, the
”iso-lc” contours are clear delimiters of regions that have lost all their
ability to bear loads. The inclusion of a crack at material regions where
the damage variable has reached d = 1 is a natural way of proceeding
in this context.

Much attention has been devoted to the numerical aspects of
crack initiation, growth, coalescence and branching in the first publi-
cations on the Thick Level Set (MOËS et al., 2011; BERNARD; MOËS;

CHEVAUGEON, 2012). Starting from fully sound material, the TLS
model was applied to regularize damage behavior and determined when
a macroscopic crack should be inserted in the domain. Once a crack is
present and it necessary to evaluate if it will grow (the classical setting
for Griffith-like fracture mechanics (GRIFFITH, 1921)), it is interest-
ing to compare the typical quantities of TLS with those of fracture
mechanics.

This was done in Moës et al. (2011), where a close relation be-
tween the configurational force g(s) of TLS and the energy release rate
G of fracture mechanics (roughly defined as the available energy for
crack advancement) is drawn. Correspondingly, a parallel between the
critical value for crack advancement Gc in fracture mechanics and the
energy restitution rate threshold for damage Y c is made. The direction
of the crack is called e, and the normal at each point of the level-set is
named n(s).

G =

∫
Γ0

g(s)e.n(s)ds Gc =

∫
Γ0

Ȳ ce.n(s)ds (6.17)

Finally, depending on the chosen form of the damage dissipation
potential, it is possible to calculate the stress intensity factor K around

6.3X-FEM for short; the interested reader is referred to a couple of the early articles
on the method (MOËS; DOLBOW; BELYTSCHKO, 1999; SUKUMAR et al., 2000)
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the crack tip. Details are omitted here, as it falls outside the scope of
the document. However, it should be clear that the TLS bridges the gap
between damage and fracture mechanics. This is due to the inclusion
of the characteristic length lc, and not to the numerical tools used to
deal with cracks, as demonstrated by the possibility of deriving closed
form expressions relating TLS variables to fracture mechanics variables.
In other words, the TLS is a unified theoretical model of damage and
fracture, rather than a numerical framework with guidelines on how to
change between two different models.

6.5 THICK LEVEL SET REGULARIZATION OF THE VARIATIONAL
THERMO-VISCOELASTIC DAMAGE MODEL

One of the advantages of the Thick Level Set approach to damage
is the ability of dealing with any local model of damage, as will be
explored in the next paragraphs. In the founding articles (MOËS et

al., 2011; BERNARD; MOËS; CHEVAUGEON, 2012), very classical local
models of elastic damage (similar to the ones of Kachanov (1999), as
decribed in equation 5.1) were used, as the objective was to demonstrate
the nonlocal workings of TLS.

In the present text, instead of further developing and exploring
the nonlocal tools, a converse goal can be stated. Throughout the pre-
vious chapters, extensive attention was dedicated to the development of
a thermodynamically-consistent variational model of damage. In this
chapter, the use of the tools of TLS in conjunction with the coupled
model of thermo-viscoelastic damage is explored, in the final theoretical
contribution of this document. So far, the combination of the TLS with
other local models of damage had yet to be explored in the literature.

It is clear from the derived expression 6.9, for nonlocal damage
evolution within the TLS framework, that there is no special restriction
on the chosen forms for the Helmholtz free energy nor for the dissipa-
tion pseudo-potentials. Provided that the change of variables, from d
to φ, and from Ω to Γ0, are done correctly, any local model can be
used to calculate the energy restitution rate Y d and the corresponding

dissipation term
∂ψd

∂ḋ
. In order to couple the TLS approach to a lo-

cal damage model of choice, then, it suffices to define the appropriate
expressions.

For the variational thermo-viscoelastic damage model of chap-
ter 5, the energy restitution rate can be defined and expressed as fol-
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lows, making use of the introduced separation between the equivalent
problem of undamaged thermo-viscoelasticity (represented here in the
Helmholtz free energy W̃ ):

Y d = −∂W
∂d

= −∂f(d)

∂d
W̃ (6.18)

It suffices to change variables to have the appropriate expression
of Y d to plug into the TLS model. This can be done through the
equation 6.15, where the average energy restitution rate along the level-
set thickness is used, following Bernard, Moës & Chevaugeon (2012).

The definition of the power law form for damage dissipation of
equation 5.15 is recalled here:

ψd
(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)
={
m′

m′ + 1
Y d0 ḋ0

[
Tn+1

Tn

∆d/∆t

ḋ0

] 1
m′+1

}
(6.19)

In the same spirit of what was done for the energy restitu-
tion rate, a change of variables needs to be performed, through equa-
tion 6.14. The new form of the damage dissipation potential ψ̄(vn, s)
can be shown to have a local expression for every point s along the
damage front Γ0:

ψ̄(vn) =

∫ lc

0

ψ(d′(φ)vn)

[
1− φ

ρ(s)

]
dφ (6.20)

As indicated by the accolades in equation 6.9, since the proposed
local model is thermomechanically-coupled and employs the parameter-
ization of Yang, Stainier & Ortiz (2006), in order to keep thermody-
namic consistency (energy conservation (STAINIER, 2011)) an appropri-
ate average of the dissipation along the time step must be taken when
evaluating derivatives in an incremental context.

Before moving on to the summary of operations needed to im-
plement the TLS in conjunction with the thermo-viscoelastic damage
model of the previous chapter, some previously discussed questions can
be cast in new light; more specifically, the very need for nonlocal treat-
ment of a thermo-mechanically coupled damage model.

A brief review of nonlocal damage modeling and the detailing
of the TLS approach have made clear that including of some gradient
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measure into the damage evolution expressions is the main ingredient
needed to circumvent spurious localization. This guarantees that every
point takes into account information of some neighboring region into
its damage computations.

In classical approaches, strain gradients are used to this effect.
The TLS, on the other hand, can be seen to place restrictions on the
damage gradient itself. Other options can also be envisioned, however.

In fully coupled thermomechanical contexts, in particular, other
gradient measures are naturally involved in the formulations. When
thermal effects both have an influence on and are influenced by mechan-
ical effects, nonlocality can in theory be achieved through conduction
modeling.

In the proposed variational model of thermo-viscoelastic dam-
age, coupling mechanisms are manifold. Viscous effects, local heat
generation, thermal softening and thermal dilatation are some of the
first that come to mind. Focusing exclusively on the way damage is
modeled, it is also possible to identify the sources of interplay. When
considered as an additional dissipative mechanism, damage evolution
clearly contributes to local heat generation. Conversely, since heat ac-
cumulation is considered a damage driving mechanism, together with
all other volume-depending phenomena, temperature histories natu-
rally influence damage histories.

Thus, as long as temperature modeling includes heat conduction,
which is proportional to temperature gradients, it would appear that
even the locally managed damage evolution would already include a
fully developed nonlocal element.

However, counting on thermomechanical coupling to include the
nonlocal element needed to prevent spurious localization can be risky,
as will be shown for some examples in the next chapter. In short, it
amounts to associating the level of damage concentration to that of
temperature concentration. Domain geometry, loading and boundary
conditions can all induce sharp temperature gradients, which would
in turn be translated into sharp damage gradients and, consequently,
into the spurious localization one had hoped to avoid through heat
dissipation.

Nonlocality achieved by means of heat dissipation is heavily de-
pendent on loading conditions. In other words, the relation between
the time scales of load application and heat dissipation is one determin-
ing factor in quantifying the effectiveness of simply employing a model
such as last chapter’s. Additionally, stress concentration features of the
domain geometry may induce severe concentration of heat along very
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small regions of the body. Thermal boundary conditions can also have
a similar effect, in the case of a heat sink effect, for instance.

As previously discussed, there is ample rational and experimental
evidence suggesting that a characteristic length for damage evolution is
a property of materials, rather than simply being determined by loading
conditions. Thus, having a tool such as the TLS is a necessity for
various applications of the thermo-viscoelastic damage model presented
previously.

6.6 AN ALGORITHMIC VIEW OF THE VARIATIONAL INCRE-
MENTAL UPDATES FOR THE THERMO-VISCOELASTIC DAM-
AGE MODEL REGULARIZED THROUGH THE THICK LEVEL
SET

The inclusion of the Thick Level Set approach to deal with lo-
calization issues has some consequences on the general structure of
possible implementations of the thermo-viscoelastic damage problem.
As for any nonlocal damage model, it is no longer possible to perform
the optimization of the incremental functional with respect to damage
at every material point independently. Therefore, the concept of ef-
fective incremental potential (Heffn ) needs to change, considering only
the local optimization of viscous variables - something that can be done
only because of the naturally separated structure of the free energy and
dissipation potentials.

In order to give a better idea of the necessary effort in imple-
menting the proposed nonlocal damage model, an algothmic view of op-
erations is presented here. As for the previous chapters, a displacement
and temperature-driven procedure is considered, and the full thermo-
dynamic state of the material is assumed known at the start of the time
step (instant tn). Both the damage variable dn and the values of the
level-set function φn are available. Furthermore, the diffused-damage
model is used.

1. From the imposed value of Cn+1 and from the known value of Cn,
the predictor state Cpr

n+1 is determined through equation 4.11.
A spectral decomposition is performed, determining the eigen-
vectors shared by the Maxwell viscous strains tensor, as a con-
sequence of the stationarity condition with respect to internal
variables Mv

j (equation 4.49).

2. The internal variable update, no longer essentially local, is still
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split into two parts because of the chosen form for the poten-
tials (as demonstrated in equation 5.22). The update of viscous
variables is performed exactly as before, by solving the nonlinear
system of equations 4.52 and 4.55. A Newton-Raphson scheme
is used, based on the construction of a tangent matrix to this
system of equations. At this point, in addition to the imposed
global variables, only the viscous internal variables are known.
Damage remains to be determined.

3. With the values of viscous internal variables, an effective incre-
mental potential is built through equation 4.57 (without damage),
where a split between internal and external parts similar to the
one in equation 4.57 can be done.

4. Damage update is now a nonlocal task. Nevertheless, a first trial
is done with the purely local update through the usually nonlinear
equation 5.24, with the known values of viscous strains in hand.
This is used to update the values of the level-set φ. The gradient
of the level set is calculated: if it is larger than 1 somewhere, the
TLS model comes into action; otherwise, a condition of diffused-
damage is present, and only the local damage update needs to be
done.

5. For all regions identified as requiring nonlocal treatment (the pre-
viously described region Ω+, either newly included in the current
time step after reaching the damage gradient threshold, or in
between the ”iso-zero” and ”iso-lc” contours at the start of the
time step), average quantities of the energy restitution rate Ȳ d

and damage dissipation ψ̄d are calculated. The final position of
the level-set φ is determined through the nonlinear equation 6.9,
corrected up to convergence. The value of the damage variable is
updated.

6. Stresses at the end of the time step (Pn+1) are updated in hyper-
elastic-like fashion through equation 5.26, where the concept of
effective stress (P̃n+1) is present. Iterations between stress and
damage updates may be needed, as they are coupled and changes
in either alters the stationarity with respect to the other.

7. Entropy is also updated from the stationarity of the effective in-
cremental potential, through equation 5.28. Likewise, iterations
may be necessary to achieve simultaneous convergence of stress,
temperature and damage fields.
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8. The evaluation of tangent moduli follows the formalism of the
local model of thermo-viscoelastic damage. However, the cross-
derivative terms ∂dn+1

∂Cn+1
and ∂dn+1

∂Tn+1
are affected by nonlocal effects

(the details are omitted here). Still, the necessary terms for the
construction of the moduli are obtained from the same equations
as before.

9. All the values of the independent variables, stress conjugates and
stored energy are then stored, and the algorithm may continue to
the next time step.

This algorithm was used in the implementation of some sample
examples, presented in the next subsection.

6.7 SAMPLE NUMERICAL TESTS: TLS REGULARIZATION OF
VARIATIONAL THERMO-VISCOELASTIC DAMAGE IN ONE-
DIMENSIONAL DYNAMIC SIMULATION OF A BAR

Before moving on to show some simple examples of the connec-
tion between the Thick Level Set approach and the variational thermo-
viscoelastic damage model (developed in chapter 5), the fundamental
contribution of Kévin Moreau (a fellow doctoral student at the Ecole
Centrale de Nantes, working with the TLS in dynamics) to their im-
plementation is gratefully acknowledged.

After describing both the local variational model of damage and
the nonlocal tools provided by the TLS approach, all the necessary
theoretical ingredients are available to demonstrate the capabilities of
the combined model.

It is now a nice place to recall the issue that led to the devel-
opment of nonlocal models of damage. When the loads acting upon a
single element (of the finite element mesh used to discretize the body
of interest) go over the threshold for damage initiation, while all the
neighboring elements remain in the undamaged state, there is a great
chance that brittle-like failure phenomena will happen. Since the vol-
ume of the element is very small, the damage variable may go from 0 to
1 without dissipating energy. This goes against physical evidence for
many materials, whence the name spurious localization. Oftentimes,
refining the mesh only aggravates the issue, as failure continues to oc-
cur at a single element - whence the alternative name of pathological
mesh dependence.

Hence, in order to test the capability of a nonlocal damage model,
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a possible idea is to induce concentration of loads in a single element of
a sample domain. There are several ways to do so, be it via geometrical
discontinuities, boundary effects or otherwise.

Another such way is to use the properties of wave propagation
in a medium. By inducing constructive interference of colliding waves,
a sudden increase in the loads felt by a single element is achieved. Of
course, this means that inertia effects cannot be disregarded anymore.
However, in simple one-dimensional cases of bars, this does not consti-
tute a major issue.

”Elephant”, a Matlab code developed by Kévin Moreau for the
simulation of dynamics applications of the TLS was used as a testing
base for the variational thermo-viscoelastic damage model.

Initially designed for local elastic damage models in isothermal
applications, the program required several modifications in the data
structure, in order to properly deal with internal variables, tempera-
ture, entropy and stored energy. In addition, tangent moduli for the
thermo-viscoelastic damage model (derived in chapter 5) had to be in-
corporated, as an imposed force problem is simulated, which requires
iterations of the calculated strain field until convergence of mechanical
equilibrium equation is achieved.

For simplicity, adiabatic conditions were assumed. Small dis-
placements are considered. As discussed in previous chapters, by con-
sidering zero heat fluxes at the boundaries zero and heat generation in
the bulk, this reflects a scenario where heat does not have enough time
to dissipate, remaining ”trapped” at the point where it was generated
by viscosity through thermomechanical coupling.

Figure 6.5 – Dynamic tensile loading of a one-dimensional bar divided
into 500 elements.

A one-dimensional bar split into 500 elements of equal size and
with a single Gauss point was the considered domain of the simulations.
Tensile loads were applied at the extremities of the bar (see figure 6.5),
following the exponential decay shown in figure 6.6.

As a basis for comparison, an elastic model of damage is sim-
ulated. Results for the evolution of the damage variable are shown
in figure 6.7, it is clear that, up to time t = 250s, when the elastic
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Figure 6.6 – Exponentially decaying applied forces at the extremities
of the bar(measured in [N]) through time (in [s]) for all the examples
of TLS use.

waves coming from the extremities meet in the central element of the
bar (x = 250mm) and constructively interfere, no damage appears in
the domain. As the damage threshold Y c is reached, damage tends
to localize, and would lead to almost immediate failure (understood as
reaching d = 1), had no nonlocal tools been used. Since the TLS is
used, a damage evolution profile appears, spread around the central el-
ements of the bar. It should be noted that, unlike many other nonlocal
damage models, the damage variable is allowed to reach the value 1;
the rest of the bar remains loaded while the waves travel back towards
the extremities. Explicit integration of the evolution equations is used.

Figure 6.7 – Application of the TLS to an elastic local model of damage:
development of a damage profile spread around the middle of the bar,
instead of localized failure only at the central element of the bar.
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The first thermo-viscoelastic damage example was run with a
single Kelvin-Voigt branch. A Hencky-type viscous dissipation pseudo-
potential is used, with viscous parameter µv = 5.10−2MPa. Figure 6.8
shows the evolution of the damage variable through the domain in time.
Since viscosity is low, the calculated damage profile closely resembles
that of the elastic damage model. However, it is possible to observe
a slightly broader damage profile at the center of the bar. This is
an indication that viscosity effects act in the sense of diffusing the
localization. The increase in stress levels makes the damage threshold
be attained earlier.

Figure 6.8 – Application of the TLS to a thermo-viscoelastic damage
model: one single Kelvin-Voigt branch with low viscosity. Development
of a slightly broader damage profile

Dissipation drives heat generation, which in adiabatic conditions
stays trapped at the material point where it was generated. The cal-
culated temperature increase profile for the low viscosity Kelvin-Voigt
model is shown in figure 6.9. It is clear that a spike of temperature
appears in the region of higher concentrated damage. This evidences
that damage dissipation is the main driving force of heat generation.

However, viscosity also drives some heat generation. It is pos-
sible to isolate the two contributions to internal dissipation, in order
to demonstrate how the Kelvin-Voigt dashpot leads to temperature in-
crease through thermomechanical coupling. The profile of temperature
increase due to viscosity effects is shown in figure 6.10. It can be seen
that the extremities of the bar, having been submitted to loading for a



214

Figure 6.9 – Predicted temperature profile for the TLS applied to a
thermo-viscoelastic damage model: one single Kelvin-Voigt branch with
low viscosity. Damage dissipation dominating heat generation.

longer time than other regions, dissipate more heat than the center of
the bar. Small perturbations are apparent at the point of constructive
interference between elastic waves. At the final time step, it is also
possible to distinguish a discontinuity on the viscous temperature pro-
file, indicating the point where the TLS introduces nonlocal effects and
constrains the evolution of viscous strains.

The same single Kelvin-Voigt branch is now simulated with a
higher viscosity parameter µv = 5MPa. Figure 6.11 shows the new
calculated damage profile, much broader around the center of the bar.
The advancement of the elastic waves can be followed by a small ”step”
going from the extremities towards the center. This reflects the attain-
ment of the damage initiation threshold at the extremities of the bar -
this happens due to increased stress levels due to viscous effects.

The estimated temperature evolution profile for the higher vis-
cosity Kelvin-Voigt model is represented in figure 6.12. It is now appar-
ent that dissipation due to viscosity (predominantly at the extremities
of the bar) and due to damage evolution (predominantly in the center,
where the elastic waves meet and localization is induced, as indicated by
the peak) are of comparable magnitude. The jagged profile of temper-
ature evolution can be explained by the explicit integration procedure
employed.

Pure Kelvin-Voigt problems do not involve internal variables,
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Figure 6.10 – Profile of temperature increase due to viscous effects only,
in the application of the TLS to a thermo-viscoelastic damage model:
one single Kelvin-Voigt branch with low viscosity.

Figure 6.11 – Damage profile predicted by the application of the TLS
to a thermo-viscoelastic damage model: one single Kelvin-Voigt branch
with higher viscosity.

as the dashpot is subjected to total strains. In order to show the
fundamental difference in the behavior of internal variable models, a
single Maxwell branch is simulated. Hencky-type viscous dissipation
pseudo-potentials are used with the higher viscosity parameter µv =
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Figure 6.12 – Predicted profile of temperature increase (in [K]) for the
TLS applied to a thermo-viscoelastic damage model: one single Kelvin-
Voigt branch with higher viscosity. Comparable viscous and damage
dissipation.

5MPa. In Maxwell rheological elements, suddenly imposed stresses
are instantaneously felt by the spring. Only through time do viscous
strains evolve. The damage profile of the Maxwell branch is shown in
figure 6.13. The predicted damage profile is now even broader than for
the last example. The internal variable model seems to further diffuse
damage localization. For the first time, even at the end the simulation
no point of the domain has reached full degradation.

The predicted temperature profile of the Maxwell thermo-visco-
elastic damage model is shown in figure 6.14. Once more, due to the
choice of material parameters, viscous and damage dissipation are of
similar magnitudes. Deep qualitative differences between the aspect of
the Kelvin-Voigt and Maxwell temperature and damage profiles can be
observed.

Having demonstrated the differences between both types of be-
haviors, different applications combining various characteristic times
(using an arbitrary number of Maxwell branches) can be envisioned.
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Figure 6.13 – Damage profile for the TLS applied to a thermo-
viscoelastic damage model: one single Maxwell branch with higher
viscosity. Broader damage profile.

Figure 6.14 – Predicted temperature profile for the TLS applied to a
thermo-viscoelastic damage model: one single Maxwell branch with low
viscosity. Comparable viscous and damage dissipation.
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7 APPLICATIONS OF THE PROPOSED MODELS

Chapter overview: After developing constitutive models suited
to the description of polymer-like material behavior and ev-
idencing their capabilities in sample examples, the present
chapter focuses on larger scale applications. In order to
do so, a brief presentation of the multiphysics simulation
software Matlib is given. The finite element structure used
for the finite strains thermomechanically-coupled problems
is explored. Examples were chosen to highlight couplings be-
tween different phenomena. A classic case of a plate with
a central hole is explored for different material parameters.
Next, tests inspired by some of the most common polymer
characterization tests are presented. The alternated load-
ing of a standardized specimen that occurs during Dynamic
Thermomechanical Analysis of polymers are tested. Neck-
ing in a tensile test is likewise demonstrated to fall within
the predictive capabilities of the proposed model.

7.1 IMPLEMENTATION DETAILS: ZORGLIB/MATLIB

A full development of a family of material models designed with
the challenges posed by polymer behavior was presented in the previ-
ous chapters. Built in a variational framework, these models are able
to account for a variety of effects. Large strains are properly treated,
as well as strain rate and temperature dependence. Damage model-
ing takes into account both thermal and viscous effects, following the
micromechanical description of the behavior of polymers, presented in
chapter 2.

The basic features of the proposed models was evidenced in sam-
ple numerical results presented at the end of the previous chapters. By
doing computations in a single Gauss point, in what are often called 0-D
conditions, it was possible to demonstrate how the different physics in-
teract and that generated curves follow polymer-like material behavior.
These simple examples can be run in toy problems, in relatively con-
cise Matlab/Octave routines, for instance, by following the previously
proposed algorithms.

In order to run more realistic problems, though, it is usually
advisable to move towards more general purpose simulation software,
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equipped with Finite Element or similar technology. Throughout the
development of the present work, the proposed material models were
implemented in a multiphysics simulation package called Zorglib, de-
veloped in house at the Ecole Centrale de Nantes.

Capable of dealing with general nonlinear systems through var-
ious numerical techniques, ranging from classical Finite Elements to
Meshless methods, and specializing in the treatment of coupled prob-
lems, Zorglib works closely with a constitutive model library called
Matlib, where the local models proposed in this document have been
implemented.

Originally a part of Zorglib, Matlib can currently be used in-
dependently, to run consistency tests and other 0-D problems, or in
conjunction with other Finite Element software. The routines pro-
grammed in Matlib are responsible for calculations performed at Gauss
points, including internal variable updates, updates of fluxes (stresses
and entropy, in thermomechanical contexts) and of tangent operators -
essentially, the operations summarized in the algorithms presented at
the end of chapters 4 and 5. Discretization-related operations, such
as element and global matrix assemblies, time stepping schemes and
numerical integration are delegated to the software of choice.

It should be noted that, for the time being, the connection be-
tween Matlib and XLibris, another package developed in house at the
Ecole Centrale de Nantes and specializing in level sets and Extended
Finite Element (X-FEM) applications, including most of the available
code on the Thick Level Set method, has yet to be done. The task is
envisioned for the near future, and shall bring interesting results in fu-
ture works. Meanwhile, the connection of the local variational models
to the TLS was only performed in simpler problems, in Matlab codes
developed with the gracious help of Kévin Moreau and the TLS team,
as mentioned in chapter 6.

Before moving on to the actual examples, a short presentation
of some Finite Element aspects employed by Zorglib in dealing with
coupled problems is necessary.

7.2 FINITE ELEMENT ASPECTS: DATA STRUCTURE, VOLUMET-
RIC LOCKING AND THERMOMECHANICAL COUPLING

The focus of this work laid squarely on the development of con-
stitutive models applicable to polymer-like material behavior, and not
in the numerical techniques associated to the solution of full-scale prob-
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lems. As evidenced in Thick Level Set applications presented in chapter
6, the central goal is in sketching an understanding of numerical tech-
niques that go hand in hand with the proposed models, rather than
developing novel techniques. A similar approach is taken for the ap-
plications presented in this chapter. A brief overview of the Finite
Element treatment chosen for the following examples is now given.

In previous chapters, extensive attention was given to the inter-
nal variable update, both of the viscous variables and of the damage
variable. In fact, most of the presented operations were related to the
determination of effective incremental potentials, for which the opti-
mization operations (of essential local nature) with respect to set of
internal variables had been performed. The resulting Heffn was then
said to be subjected to global optimization procedures with respect to
external independent variables measuring displacements and tempera-
tures. Within the variational framework, these global operations yield
expressions for the update of stresses and entropy in hyperelastic-like
fashion, which show up in mechanical and thermal balance equations.

No significant attention has been lent to the specifics of this
boundary-value problem so far in this document. Extensive details on
the Finite element formulation of thermomechanical coupling in the
present variational context can be found in Stainier (2013). The next
few paragraphs only bring a general idea of the Finite Element strategy
used to solve this global problem, starting with the classical concepts
and notations and reinserting them into the global optimality condi-
tions of the thermo-viscoelasticity problem.

The optimization operations with respect to displacements (or
some strain measure) and temperatures are constrained to admissible
spaces of functions, respecting imposed boundary conditions. Values
of displacements or temperatures imposed respectively on regions ∂xΩ
and ∂TΩ of the boundary (Dirichlet boundary conditions), as well as
forces or heat fluxes imposed respectively on regions ∂σΩ and ∂qΩ
(Neumann boundary conditions) have to be respected.

Such a space can be approximated using a set of an arbitrary
number P of compact support shape functions Na(X), associated to
nodes a in a mesh associated to the material domain of interest. A pos-
sible option is using the same mesh and set of shape functions (which
constitute a discretization denoted by letter h) to describe both tem-
perature and displacement functions. Displacement and temperature
fields are built from the product of nodal values by the shape functions
as:
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χ ∼= χh =

P∑
a=1

Na(X)xa T ∼= Th =

P∑
a=1

Na(X)Ta (7.1)

It can be shown that in such a classical Finite Element approach,
displacements and temperatures exactly match values at the nodes, in
other words, that χ(Xa) = χh(Xa) and T (Xa) = Th(Xa). Fluxes are
equally determined by the product of nodal values by gradients of shape
functions, which can be computed a priori. Thus, the deformation and
temperature gradients are evaluated by:

F(X) ∼= Fh(X) =

P∑
a=1

xa ⊗∇Na(X) (7.2a)

∇T (X) = G(X) ∼= Gh(X) =

∑P
a=1 Ta∇Na(X)∑P
a=1 TaNa(X)

(7.2b)

In this context, the optimality conditions of the thermo-viscoelastic
potential with respect to strains and temperatures (corresponding to
equation 4.56, for mechanical equilibrium, using definitions 4.57, 4.58
and 4.59; equations 4.68 and 4.67, for thermal equilibrium) are now
approximated by the following expressions:

Dxn+1
[Heffn ](δxn+1) ∼=

P∑
a=1

{∫
Ω

[Ph.∇Na − ρbRNa] dV −
∫
∂σΩ

tRNadΓ

}
.δxa = 0,∀admδxa

(7.3a)

DTn+1
[Heffn ](δTn+1) ∼=

P∑
a=1

{∫
Ω

[
−(ηh − ηn)Na +

∆t

Tn
rRNa +

∆t

Tn
qh.(∇Na + GhNa)

]
dV

−
∫
∂qΩ

∆tqR
Na
Tn

dΓ

}
.δTa = 0,∀admδTa (7.3b)

Where elastic and viscous contributions are present in the terms

(DŻ
int denotes the internal dissipation due to the evolution of internal
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variables, previously discussed in detail):

Ph = 2Fh
∂Heffn

∂Ch
(Ch, Ċh, Th) = 2Fh

[
∂W

∂Th
+
Th
Tn

〈
∂ψ

∂Ċh

〉]
(7.4a)

ηh = −∂H
eff
n

∂Th
(Ch, Ċh, Th) = −∂W

∂Th
− ∆t

Tn
Ċh :

〈
∂ψ

∂Ċh

〉
−DŻ

int (7.4b)

It is clear that all gradients are performed over the previously
known shape functions, and can be efficiently stored and reused. Addi-
tionally, since shape functions have compact support, integrals can be
done element by element and later assembled in a global matrix. At
every time step, the goal is then to determine the vector of nodal values
of displacements and temperatures. This is done by balancing internal
and external terms present in the nonlinear equations above.

Internal variables, such as viscous strains at Maxwell branches
and damage variables, are usually stored in Gauss points, used to per-
form numerical integration within elements, rather than at the nodes
of the mesh. All computations pertaining to the evolution of internal
variables are local, and can be performed at the integration point level.
By determining the effective incremental potentials, the necessary in-
formation for the determination of stiffness and thermal properties in
the global optimization is made available.

These very standard Finite Element Method staples are used
in all the examples that follow. Some non-standard choices are used,
though.

As evidenced by the structure of all proposed incremental po-
tentials, no inertia terms are considered. All computations performed
throughout this work are in fact quasi-static in nature, even though dif-
ferent strain rates are important for viscous terms. In other words, the
loading rate matters, but an underlying hypothesis is that mass effects
are negligible in comparison to viscosity and elasticity. Quasi-static
problems are then solved using fully-implicit time stepping schemes
recast in a variational context7.1.

The quasi-static formulation is also used for the thermal part of
the problem, although heat capacity is in fact considered. This is done
by introducing the heat capacity contribution along the time step ∆t

7.1Examples coupling the proposed constitutive models to the Thick Level Set
nonlocal approach work somewhat differently, and were not implemented in a fully
variational context. See the final section of this chapter for a longer discussion on
the subject.
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into the entropy term highlighted above (through term ∂W th

∂Tn+1
).

The thermomechanical problem is thus solved using the same
time and space discretizations, with the same time integration strategy.

The well-known issue of volumetric locking, intrinsic to the stan-
dard use of linear shape functions for a variety of elements for the case
of quasi-incompressible behavior, such as is assumed for viscous terms
in the previously proposed constitutive models, can be overcome using
extensively studied mixed formulations (for a comparative review of
some mixed formulations of nearly incompressible elasticity, the reader
is referred to Brink & Stein (1996)).

Initially proposed by Simo & Taylor (1991) for quasi-incompressible
elasticity and detailed in Stainier (2013) in the thermomechanical con-
text, the mixed formulation used for all the examples throughout this
document is based on the introduction of two new variables that store
volumetric strains and corresponding pressure, both constant in each
element (hence the index el and the sum over the number of elements
nel).

Θh =

nel∑
Θel
h ph =

nel∑
pelh (7.5)

The new variables are included as a penalty term into a refor-
mulated incremental potential Ĥeffn , enforcing the adequate volumet-
ric relations while allowing for a properly approximated stiffness in the
presence of isochoric material behaviors. Pressure serve as a Lagrange
multiplier enforcing the consistency of the element-constant volumetric
strains with the deformation gradient (where Jh = det Fh):

Ĥeffn (Ch, Ċh, Th,Θh, ph) =∫
Ω

{
Heffn (Ch, Ċh, Th) + ph [Jh −Θh] + ∆t

1

Tn
qhGh

}
dV (7.6)

The solution of the redefined problem remains in a variational
framework. It is possible to show that the underlying variational prin-
ciple now reads:

inf
Ch,Θh

sup
Th,ph

Ĥeffn (Ch, Ċh, Th,Θh, ph) (7.7)

Closed form expressions for the calculation of these volumetric
strains and for the pressures can be derived variationally, from the
stationarity conditions with respect to each of the two new variables.
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Unless stated otherwise, all finite element meshes used in the
following examples were generated using Gmsh, an open source mesh
generating software. For details on the software, the interested reader
is referred to Geuzaine & Remacle (2009).

7.3 PLATE WITH A CENTRAL HOLE

A classical example used in the literature of viscoelasticity is a
plate with a central hole. In the small strains regime and for infinite
plates, analytic solutions are available, leading to the determination of
stress concentration factors, for instance. This example has served as
a standard basis of comparison for the numerical implementation of
constitutive models.

Analytic solutions are not readily available to the models de-
veloped throughout this document, however. Nonlinear phenomena
arising from the consideration of large strains, multiple rheological ele-
ments, thermomechanical coupling and damage render the task of ob-
taining closed form solutions daunting.

Figure 7.1 – Mesh used for the simulation of a plate with a central
circular hole and mesh information.
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Still, the simulation of a plate with central hole remains a hall-
mark for any proposed model of viscoelasticity. Its comparison to more
standard models highlights the effects of large strain phenomena, ther-
momechanical coupling and damage.

Additionally, the stress concentration effect around the central
hole induces damage localization and constitutes an interesting testing
ground for the influence of several parameters of the proposed models.
Of particular interest is the interplay between geometry-induced stress
concentration and viscous dissipation and heat conduction, which in-
troduces a gradient-dependent component into the model and could act
as a regularizing factor.

Both the thermo-viscoelasticity model of chapter 4 and the thermo-
viscoelastic damage model of chapter 5 are simulated in the following.
Material parameters used for the simulations can be found in the ap-
pendix7.2.

The mesh used in all simulations is represented in figure 7.1.
Unlike the classical approach to a plate with a central hole, the di-
mensions of the plate (a square of 32mm side) are in the same order
of magnitude of the central hole (radius 15mm). This is done in or-
der to explore boundary effects, such as convection, as well as to more
clearly observe deformations of the test specimen when subjected to
large imposed displacements.

The problem is simulated in two dimensions. Symmetries are
used and the mesh represents only one quarter of the specimen. Positive
displacements along the y-axis are imposed upon the top border. When
allowed, convection with the environment can occur along the border of
the hole, along the right vertical border and along the top border. Both
the material and the environment are assumed to be at an equilibrium
temperature of 293K at the start of the tests.

The first series of examples presented in the following is intended
to draw comparisons between adiabatic and conduction-convection for-
mulations for some loading conditions.

Several mentions to adiabatic formulations have been made through-
out the text, most notably during the derivation of tangent moduli.
More than merely a theoretical exercise, adiabatic conditions are often
present in contexts where thermomechanical coupling is of importance.
When loads are quickly imposed, such as in impact applications, there
is not enough time for locally generated heat to dissipate either through

7.2As elsewhere in the present document, no specific polymer species is being
simulated. Material parameters are merely chosen to qualitatively represent some
features present in polymer-like behavior.
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Figure 7.2 – Deformation of the plate with a central hole at three
different time steps. Color scale shows the displacements along the
x-axis, indicating localization of deformation next to the hole.

the material or to its environs.
The hypothesis of adiabatic conditions can have deep implica-

tions upon the formulation itself. As discussed earlier, temperature
then becomes an additional internal variable whose evolution is in many
ways a measure of local dissipation, be it through viscous strains or
damage, in the present context.

A single Kelvin-Voigt element (one spring in parallel to a dash-
pot) is used for the first set of comparisons. The thermo-viscoelasticity
model of chapter 4 is initially simulated. No temperature dependence
of material parameters is assumed. Variables are observed for imposed
displacements of 10mm, 30mm and 50mm. The imposed velocity on



228

the border is 10mm/s, so that the full simulated test takes place in only
5s. The aspect of the deformed plate can be observed in figure 7.2.

Imposing 50mm displacement can seem extreme, and is certainly
treated as a rather academic simulation, but polymer test specimens
can sometimes exhibit very large straining before rupture. The intent of
reaching such extremes is to show the deep thermomechanical coupling
effects that appear once localization conditions are present.

Side by side comparisons of adiabatic and conduction-convection
formulations are presented. Temperature levels for the three frames,
10mm, 30mm and 50mm are shown in figure 7.3. As expected, since it
is impossible for heat to dissipate, temperature is consistently higher at
the border of the hole in adiabatic conditions, where the stress concen-
tration is strongest. High exchange coefficients were employed in the
convection model, so that, for the non-adiabatic case, the hottest spot
is slightly distanced from the border of the hole. Not shown on the
figures is the difference in the maximum temperature estimated, close
to 400K higher in the adiabatic case.

An interesting feature to notice is the direction of the line of
highest temperatures. Whereas temperatures are highest along the hor-
izontal symmetry line for the adiabatic case, there is a slightly slanted
line for the conduction case. Such a line is generated by the diffusive
effect introduced by conduction.

Heat flux for each of the time steps is shown in figure 7.4. There,
it is possible how heat flows diagonally from the border of the hole, the
driving force behind the slanting of the temperature line mentioned
above. Also, as the process evolves, heat flux along the right border
increases, before dropping precipitously when the extreme localization
of the third frame is reached.

Stress levels are essentially the same for both cases, since there
is no temperature dependence of material parameters. One noticeable
difference comes for the final frame, 50mm, where heat conduction is
responsible for higher temperatures close to the right border, which
are in turn responsible for stresses generated by thermal dilatation, as
shown in figure 7.5.

Next, the thermo-viscoelastic damage model of chapter 5 is tested.
A generalized Kelvin-Voigt/Maxwell rheological model is employed,
with two Maxwell branches. Testing conditions (imposed displace-
ments, strain rate and initial temperature) are the same as for the
first series of examples. No temperature dependence of the material
parameters is considered, in order to isolate the effects of interest at
each set of comparisons.
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Figure 7.3 – Temperature profile for three different time steps. Adia-
batic conditions on the left, convection-conduction on the right.
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Figure 7.4 – Heat flux at three different time steps for the Kelvin-Voigt
thermo-viscoelasticity model.
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Figure 7.5 – Stresses at the final time step. Higher levels of stress closer
to the right boundary for the convection/conduction case: thermal di-
latation effect.

The influence of thermal boundary conditions is investigated
first. Using the convection/conduction formulation, two different con-
vection exchange coefficients along the boundaries are simulated: 25W/m
and 250W/m7.3.

The temperature profile of both cases is shown in figure 7.6.
Differences are subtle, but it is possible to see that higher convection
exchanges make the hotter point in the material go farther from the
border of the hole, however regions with higher temperature are slightly
smaller. In the last frame, the maximum estimated temperatures are
shown: around 4500K for the case with lower convection coefficient,
around 2800K for the other.

Once again, this is an extreme case. Still, it is clear that for
extreme localization even increases of an order of magnitude in heat
exchanges would only slightly soften its effects. In impact conditions,
for instance, such sudden spikes in temperature around stress concen-
tration features is to be expected.

The conduction coefficient within the material is the same for
both cases. What changes is only the convection coefficient. Thus, in
the higher convection case, the boundary of the hole acts as a heat sink
that keeps conduction in the material from having such an important.

7.3It is important to keep in mind that the simulation is performed in two di-
mensions, thus the unusual units of the convection exchange coefficients. Heat can
only be exchanged with the environment along the non-symmetry boundaries of the
mesh, as detailed earlier.
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Figure 7.6 – Temperature increase profile for the thermo-viscoelastic
damage model at three different time steps. Lower convection coeffi-
cient on the left, higher on the right.



233

Figure 7.7 – Heat flux at the intermediate time step. Higher convection
coefficient working as a heat sink.

The comparison between the heat flux at the intermediate time step
(30mm imposed on the top boundary) of figure 7.7 clearly shows this.

With the influence of convection in mind, damage profiles for the
same test case paint an interesting picture, seen in figure 7.8. Differ-
ent scales are used for each frame. Clearly, the lower convection case
less damage concentration consistently; its damage profiles are much
more smeared, i.e., larger portions of the domain exhibit some level of
damage.

For the higher convection case, the hole boundary acts as a heat
sink. Conduction is unable to spread out the concentration effect of the
hole. Here it is important to keep in mind that heat accumulation has
also been associated to damage in the proposed model. The damaging
factor (1−d) also multiplies W th in the equations, and in turn, thermal
accumulation is a component of the energy restitution rate. Therefore,
the smaller regions close to the hole, where higher temperatures are
concentrated in the higher convection case, are more vulnerable to this
mechanism of damage evolution than its neighboring regions.

This explains the development of higher damage gradients for the
case of higher convection. The heat sink avoids neighboring regions
to become warmer (temperature gradients are also higher), so that
thermal accumulation plays a smaller role in their locally calculated
energy restitution rate. They thus remain more structurally sound and
damage is more strongly localized closer to the hole.

In other words, even if a higher convection exchange coefficient
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Figure 7.8 – Damage profile for the thermo-viscoelastic damage model
at three different time steps. Lower convection coefficient on the left,
higher on the right. Different scales for each figure.
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Figure 7.9 – Temperature increase profile for the thermo-viscoelastic
damage model at two different time steps. Lower conduction coefficient
on the left, higher on the right.
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Figure 7.10 – Temperature increase profile for the thermo-viscoelastic
damage model at the intermediate time step. Higher conduction coun-
terbalances the heat sink effect of convection along the hole boundary.

avoids the development of the highest temperatures, its effect as a heat
sink contributes to damage localization in a model where heat accumu-
lation influences damage evolution. This happens because the gradient
effect of heat conduction within the material domain is curtailed, and
a smaller region is constantly subjected to higher temperature concen-
tration.

As such an effect grows, i.e. if exchange coefficients along ther-
mal boundaries increase, the localization effect follows suit. Also, as
imposed strain rates grow, or when extreme localization onsets (as for
when the imposed displacements reach 50mm in the current exam-
ples), heat generation tends to localize around the stress concentration
geometric feature. Clearly, the duration of the loading process has
to be compared with the time needed for heat to dissipate along the
boundary and for conduction to take place, in order to determine the
expected level of damage localization, as measured by the damage gra-
dient. Equivalently, mesh refinement or coarsening should also take
these factors into account.

These are some of the issues that must be assessed when resort-
ing to a nonlocal modeling of damage, something that entails some
computational and coding resources.

Another way of exploring the diffusive effect that conduction
has upon the damage profile is by comparing two different conduction
coefficients, for the same boundary conditions. This is done in the third
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Figure 7.11 – Damage profile for the thermo-viscoelastic damage model
at two different time steps. Lower conduction coefficient on the left,
higher on the right. Same scale for each time step.
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Figure 7.12 – Damage and temperature increase profiles for the thermo-
viscoelastic damage model at the final time step. Higher temperatures
reached even for higher conduction: damage dissipation.
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set of comparisons. The generalized Kelvin-Voigt/Maxwell model is
used again. Two different conduction coefficients are used, 0.01W/m.K
and 1.9W/m.K. Convection exchange coefficients are kept at the higher
level used in the previous example, 250W/m.

Temperature levels are compared in figure 7.9. For higher con-
duction, highest temperatures and temperature gradients are clearly
lower in the first two time steps, 10mm and 30mm. Heat fluxes are
much more spread out through the domain for the higher conduction
case, as seen in figure 7.10 for the second time step.

Damage evolution profiles show lower localization closer to the
hole in the higher conduction case, as seen in figure 7.11 for the first two
time frames. The maximum damage levels are essentially the same for
both cases, but the damaged region spreads out further for the higher
conduction case.

Once extreme loading conditions are present (by imposing 50mm
in the current examples), the geometry of the test specimen becomes
severely compromised. Not even higher conduction can then prevent
localization from taking place. The scenario is exposed in figure 7.12.

In the final time frame, higher temperatures extend much fur-
ther from the hole, up to the right boundary, in a clear sign that the
heat sink effect is less pronounced when conduction is increased. How-
ever, it is also clear that higher temperatures are reached, something
that is explained by the higher damage levels reached at the extreme
localization condition. Since a larger region was consistently affected
by damage through the first two time steps for the higher conduction
case, once the almost critical conditions are reached, the regions sur-
rounding the hole boundary can no longer bear so much load. Damage
again concentrates around the stress concentration feature and evolves
much faster in the higher conduction case. This is reflected in the tem-
perature evolution profile, exhibiting higher temperatures despite the
higher conduction coefficient, due to the increased damage dissipation.

Therefore, while heat conduction does play a role in spreading
out damage profiles and reducing the possibility of localization around
stress concentration geometrical features, once loading conditions reach
extreme levels the scenario can quickly change. Localization can then
be in fact boosted by the damage history in neighboring regions.

Once again, the entire context has to be evaluated in order to de-
termine whether a strictly local damage model will predict localization
or not. The interplay between loading history, boundary conditions
and material parameters is at the core of this discussion. Conduction
itself cannot always be taken as a solution for localization in thermo-
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mechanically coupled problems. Its diffusive effect is limited to certain
application conditions that may not always be present.

Given the previously discussed rational and experimental argu-
ments toward the consideration of a characteristic length in polymer
damage modeling, it appears that nonlocal tools remain necessary and
powerful for a myriad of contexts, including applications involving im-
pact loads and other high strain rates, heat sink effects (high exchange
coefficients along thermal boundaries) and high distortion of original
geometries when approaching necking conditions (as for the case when
50mm were imposed along the top boundary of the plate), among oth-
ers.
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7.4 REPRODUCTION OF ALTERNATED LOADING CONDITIONS
OF THE DYNAMIC THERMOMECHANICAL ANALYSIS

A very common characterization procedure of polymer species is
known as Dynamic Thermomechanical Analysis (DTMA), a family of
tests encompassing various types of loading in order to identify different
facets of thermomechanical coupling.

In the most commonly used DTMA test, standard specimens are
subjected to cyclic loading under controlled increasing temperature.
Low excitation frequencies (usually larger than 1Hz) are used in order
for inertia to be small enough compared to viscoelastic effects. As
temperatures evolve, material properties change and increased inelastic
straining is observed.

Figure 7.13 – Stress evolution through time during a temperature scan
of a thermo-viscoelasticity model: thermal softening is responsible for
the decreasing amplitude of stress.

A Kelvin-Voigt rheological model, with a single elastic (storage)
modulus and a single viscous (loss) modulus, is used to generate the
usual DTMA curves, such as the one on the bottom of figure 2.6. From
the relation between the fitted storage and loss moduli, sharper peaks
appear around transition areas. Glass transition temperatures are usu-
ally identified from the tan δ curve.

However, using a single Kelvin-Voigt element to generate the
fitted curves is somewhat limiting. It is well known that nonlinearities
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Figure 7.14 – Entropy evolution through time during a temperature
scan of a thermo-viscoelasticity model: thermoelastic effects and vis-
cous dissipation.

appear both in the elastic and inelastic phases of polymer behavior.
As a consequence, DTMA curves can often be lacking in complexity
to accurately reproduce features across various loading conditions. In
fact, DTMA tests are run with different test specimens according to the
type of loading. Different setups for bending, shearing, compression and
tension tests can be seen in the top right of figure 2.6. The use of the
resulting curves is advised for similar loading conditions only.

In the present section, the conditions present for several DTMA
tests are reproduced. The most common characterization tests are
simulated: temperature scans, frequency scans, long duration tension-
compression tests and dynamic stress strain tests. For every one of
them, a single material point is considered.

Once again, simulation parameters follow in the spirit of stan-
dard testing conditions defined by the ASTM in standard D7028 (ASTM,
2007).

All tests are performed for a generalized Kelvin-Voigt/Maxwell
rheological model including a Kelvin-Voigt branch and two Maxwell
branches. Material parameters employed in the simulation of all the
curves can be found in the appendix.

The first test simulated, and the most commonly used in poly-
mer characterization, is a temperature sweep (or temperature scan).
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Figure 7.15 – Stress evolution through time during a temperature scan
of a thermo-viscoelastic damage model: thermal softening and damage
evolution are responsible for the decreasing amplitude of stress.

Figure 7.16 – Entropy evolution through time during a temperature
scan of a thermo-viscoelastic damage model: lower dissipation levels
than for the undamaged model.

A sinusoidal profile is used to impose logarithmic strains ranging from
−0.04 (compression) to 0.04 (tension), with a period of 60s. Temper-



244

Figure 7.17 – Damage variable evolution during a temperature scan of
a thermo-viscoelastic damage model: decreasing slope caused by stress
softening.

Figure 7.18 – Stress evolution through time during a frequency sweep
of a thermo-viscoelasticity model: amplitude increase due to viscous
effects.

ature rises at the rate of 1K/min. Linear temperature dependence is
assumed in all viscous and elastic moduli. Hencky-type potentials are
used for all potentials.
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Figure 7.19 – Stress evolution through time during a frequency sweep
of a thermo-viscoelastic damage model.

The results obtained for the thermo-viscoelastic model are pre-
sented in figures 7.13 and 7.14. Clearly, thermal softening is responsible
for the stress amplitude to decrease by about 30% throughout the test.
At every load direction reversal, a sudden drop in entropy can be per-
ceived. This is due to thermoelastic effects. The trend line, though, is
continuously growing, owing to viscous dissipation.

The same test is now run for a thermo-viscoelastic damage model.
Figures 7.15, 7.16 and 7.17 show the results. Damage evolution clearly
influences the stress profile along the test, further reducing its ampli-
tude. The evolution of entropy shows lower levels of dissipation when
compared to the undamaged model, despite there being a new source of
dissipation in the problem. This shows that, for this particular choice of
parameters, the reduced stress levels caused by damage evolution (vis-
cous dissipation being proportional to the product of viscous strains
and viscous stresses, as in equation 3.43c) dominate over the added
dissipation related to damage evolution. The evolution of the dam-
age variable shows a decreasing slope, a result of stress softening with
the imposed temperature increase, which affects the energy restitution
rate.

Next, a frequency sweep test is simulated. The material is sub-
jected to a range of frequencies from 0.1Hz to 5Hz, at a rate of 0.1Hz
per cycle. Temperature is kept constant throughout the test, as is the



246

Figure 7.20 – Damage variable evolution during a frequency sweep of
a thermo-viscoelastic damage model: sharp spike in higher loading fre-
quencies.

Figure 7.21 – Stress evolution in a long duration tensile/compressive
test of a thermo-viscoelasticity model: no temperature dependence of
parameters results in constant amplitude.

amplitude of imposed logarithmic strains (from −0.025 to 0.025). This
type of test can be used to explore material response in a range of
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characteristic times.

Figure 7.22 – Temperature evolution in a long duration tensile/com-
pressive test of a thermo-viscoelasticity model.

Once more, a comparison between undamaged and damaged
thermo-viscoelasticity models allows for some interesting observations.
Figure 7.18 shows the evolution of stress for the thermo-viscoelastic
model. Viscous effects dominate, and the amplitude of stress increases
continuously with the increase in frequency. For the corresponding
damaged model, shown in figure 7.19, as viscous stresses increase, so
does damage’s driving mechanism, the energy restitution rate. This
translates into a reduction in stress amplitude and an explosion of the
damage variable. This can be clearly seen in figure 7.20.

Long duration tensile/compressive cyclic tests are often also in-
cluded in the category of DTMA. Unlike frequency sweeps, temperature
is allowed to vary freely. As for temperature sweeps, low frequencies
are used in order to keep inertia effects in check.

The same undamaged and damaged thermo-viscoelasticity mod-
els are tested under these conditions. Sinusoidal logarithmic strains are
imposed, between −0.05 and 0.05 with a period of 50s.

Since no temperature dependence of the material parameters
is considered, the thermo-viscoelasticity model yields constant stress
amplitude, as seen in figure 7.21. Temperature does evolve, however,
due to thermomechanical coupling effects.

The thermo-viscoelastic damage model yields decreasing stress
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Figure 7.23 – Stress evolution in a long duration tensile/compressive
test of a thermo-viscoelastic damage model.

Figure 7.24 – Temperature evolution in a long duration tensile/com-
pressive test of a thermo-viscoelastic damage model.

amplitudes, as seen in figure 7.23. The damage variable evolves as in
figure 7.25, with some type of saturation as higher levels of degradation
are attained. The temperature evolution profile of figure 7.24 shows a
combination of the quasi-linear evolution of the equivalent undamaged
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Figure 7.25 – Damage variable evolution in a long duration tensile/-
compressive test of a thermo-viscoelastic damage model.

Figure 7.26 – Profile of imposed logarithmic strains in the dynamic
stress-strain tests.

model (portrayed in figure 7.22) and an evolving contribution following
damage evolution.

Finally, a dynamic stress-strain test is simulated. For a fixed im-
posed excitation frequency, strain amplitudes are constantly increased,
as in figure 7.27. Strain rates thus vary along the test, and higher
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Figure 7.27 – Profile of imposed logarithmic strains in the dynamic
stress-strain tests.

viscous stresses are to be expected.

Figure 7.28 – Stress evolution in the dynamic stress-strain test of a
thermo-viscoelasticity model: linear amplitude growth due to fixed
temperature.

A period of excitation of 10s is imposed. Logarithmic strain
amplitudes start from 0.001 and grow linearly to 0.08. As for the



251

frequency sweep, temperatures are kept constant throughout the tests.

Figure 7.29 – Stress evolution in the dynamic stress-strain test of a
thermo-viscoelastic damage model: damage reaches 1 and the material
can no longer bear loads.

The undamaged thermo-viscoelasticity model then yields a lin-
early increasing stress amplitude as expected, as seen in figure 7.28.

Figure 7.30 – Damage variable evolution in the dynamic stress-strain
test of a thermo-viscoelastic damage model: sharp spike and failure.
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The damaged model, on the other hand, is unable to reach the
same imposed strain levels before failing. Increasing viscous dissipa-
tion take the damage variable to its maximum value of 1, as seen in
figure 7.30, and the material can no longer bear any loads, as seen in
figure 7.29.

A possible application of the proposed models could be based on
using the geometries of test specimens for cyclic compression, shearing,
bending and tensile tests7.4. An evaluation of the uniformity of loads in
the process zone could be carried out. Thermal influence of the loading
grips could also be investigated.

7.4It should be noted that no standard geometries are defined for each loading
conditions. Each manufacturer of DTMA test machines follows has the liberty of
defining test specimens suited to their set up.
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7.5 STRAIN LOCALIZATION AND DAMAGE-INDUCED STRAIN
SOFTENING IN TENSILE TESTS

Perhaps the most widely spread characterization procedure of
polymers and other classes of materials are tensile tests. Requiring
simpler and less expensive testing machines than those used for HDT
and DTMA, for example, tensile testing is usually the method of choice
in order to determine a material’s mechanical properties, from elastic
modulus to yield stress, ultimate strength, tenacity, plasticity, viscosity
and damage parameters.

In most tensile testing machines, no temperature control is avail-
able, so that results are assumed to be valid for isothermal applica-
tions only. As strain rates grow (generating adiabatic-like conditions),
though, and for materials sensitive to small temperature variations,
thermal effects become more important and can trigger interesting phe-
nomena such as strain localization and necking.

Figure 7.31 – Standard geometry for tensile plate test specimens ac-
cording to ASTM D638. Types I, II and V indicated for plates with
low thickness. Type III for plates of higher thickness. Type IV for
special comparisons between rigid and nonrigid materials.
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Variational models of viscoplasticity including thermal depen-
dence have shown to exhibit necking in Selke (2009), for example. Even
for models proposed in previous chapters, where no plasticity is con-
sidered, similar phenomena can be observed, as shown in the examples
below.

Temperature dependence of material parameters is considered.
Standard polymer test specimen geometries are used, and a model al-
lowing for heat fluxes, both in the form of convection along the thermal
boundaries and conduction within the material domain, is employed.

Figure 7.32 – Mesh used for the simulation of polymer tensile tests.

Simulated testing conditions are inspired by those defined by
the ASTM as the standard for tensile testing of polymers in norm
D638 (ASTM, 2014). Test specimens follow the standard dimensions
for plates, as shown in figure 7.31. Dimensions for type I specimens are
used: length of the process zone G = 57mm; radius R = 76mm; mini-
mum length between grips D = 115mm; total length of test specimen
LO = 165mm; width of the process zone Wc = 13mm; and total width
of the test specimen WO = 19mm. Simulations were performed in two



255

dimensions, so the standard thickness of 5mm is not considered in the
mesh.

Symmetries are used, in order to simulate one quarter of a test
specimen, as shown in figure 7.32. For all examples, tensile conditions
are obtained by imposing positive displacements of the top horizontal
line at a rate of 10mm/s.

First, a thermo-viscoelasticity model with no damage is tested.
Initially, no temperature dependence of material parameters is consid-
ered.

In this case, no unstable localization phenomenon appears even
for very large imposed displacements. In figure 7.33, the final aspect
of the deformed specimen is represented. Stress levels remain uniform
and along the central process zone throughout the test, which explains
the use of such test specimens for material characterization. Their
geometries induce the development of uniform stress levels in the central
process zone. This allows for accurate measurements of displacement
and generation of reliable stress X strain relations. As loads increase,
stress levels rise, indicating no softening.

In the undamaged case with no temperature dependence of ma-
terial parameters, thermomechanical coupling still exists, but the in-
fluence on mechanical effects over thermal quantities is much greater
than the opposite. The proposed model predicts temperature evolu-
tion represented in figure 7.34. Viscous dissipation is concentrated in
the process zone, where stress levels are higher. Temperature profiles
reflect this. Heat fluxes are mostly concentrated along the convection
thermal boundary on the right, but as temperature gradients between
coldest and hottest regions increases, there is some longitudinal con-
duction exchange between the process zone and the broader load ap-
plication region as well (this can be clearly seen in the second frame of
figure 7.34).

When temperature dependence of material parameters is consid-
ered, the well known effect of thermal softening takes place. However,
the problem becomes less stable. Three frames of observation are cho-
sen before thermal instabilities take place: 1mm, 10mm and 20mm
imposed along the top boundary.

Figure 7.35 shows the decreasing stress levels obtained, despite
the higher imposed displacements. Clearly, convection along the bound-
ary is not high enough to act as a heat sink, which would create
transverse temperature gradients that might trigger localization. Un-
der these conditions, stresses remain largely uniform along the process
zone. As for the previous example, the process zone is uniformly af-
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Figure 7.33 – Distributed necking of a standard tensile test specimen.
Geometries at three different imposed displacements 1mm, 20mm and
50mm. Uniform stress along the central process zone, no softening.
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fected by the imposed loads, and distributed necking is expected. This
is a common occurrence in polymer testing, even for large imposed
displacements, under certain loading conditions.

Figure 7.36 shows the predicted temperature profile and the evo-
lution of heat fluxes during the test. Once again, temperature levels
remain constant in the process zone. Unlike the previous case, fluxes
are much higher and concentrate in the interior of the material, be-
tween coldest and hottest regions. Thermal softening effects seem to
change the panorama of heat dissipation within the domain.

In addition to stress and temperature localization in the pro-
cess zone, as test specimens are taken closer to their breaking point,
damage phenomena become more and more important. In a controlled
displacement tensile test, it is common to eventually observe dimin-
ishing stresses for increasing strains. This is often called the Mullins
effect and, since it signals compromised material properties, is modeled
through damage mechanics models.

Once again, no parameter fitting to a given polymer species is
done in the following example, but a qualitative picture can be drawn
to show the ability of the proposed models to reproduce the damage
softening effect.

Figure 7.37 shows the necking effect. Transverse displacements
are first evenly distributed along all the test specimen (first observed
frame, when 10mm is imposed on the top border), then begin to con-
centrate just along the central process zone (second observation frame,
for 20mm imposed). Later, just before the onset of unstable behav-
ior related to higher values of damage (for imposed displacements of
22mm), fluctuations indicate concentration of straining in smaller re-
gions, precursors to localized failure.

Stress levels of figure 7.37 for the same frames show damage-
induced softening and the beginning of localization upon very small
regions of the material domain. The most damage spot is already clear
in the second frame, marked by the blue spot in the process zone.
The final frame shows great levels of stress relaxation around the most
damaged point, which just before the onset of unstable behavior is led
to bear a much higher load than its environs. Damage evolution is then
clearly localized in a very small region.

This extreme localization is also evident in figure 7.38. At first,
thermoelastic cooling dominates the specimen. As viscous strains (and
consequently damage levels) begin to concentrate on the central process
zone, the material begins to heat. When localization conditions are
reached, damage dissipation dominates and high temperature gradients
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develop.
The profile of damage evolution shown in figure 7.38 exhibits

much of the same behavior. Initially, damage is slightly higher along
the top of the process zone, at the rounding radius, but mostly uniform
along the central process zone. At the second frame, damage is concen-
trated almost exclusively on the process zone, still with no clear signs of
localization at one single point. Finally, for the final time frame, fluctu-
ations in the damage field become apparent, with the highest damage
levels coinciding with the point of higher temperature and stress.

It is possible to conclude that, even when no temperature de-
pendence of parameters is considered, the inclusion of damage into the
model brings an ingredient capable of strongly localizing strains. While
the undamaged model of figures 7.33 and 7.34 shows uniform stress
and temperature levels along the process zone, its damaged counterpart
accounts for additional thermomechanical coupling mechanisms.

For the undamaged case with no temperature dependence of the
parameters, thermal quantities are strongly influenced by mechanical
phenomena. The converse effect is much less pronounced. On the
other hand, as temperature accumulation strongly influences damage
evolution, mechanical quantities such as stresses become much more
strongly affected by thermal phenomena. These thermal phenomena
include gradient information through heat conduction, and thus not
every point of the process zone experiences the same effects.

It is evident that, in this example, conduction-induced nonlocal-
ity is responsible for strain, stress and temperature localization. Once
again, the extent to which the predicted damage localization has phys-
ical meaning or violates intrinsic material properties is a question to be
assessed case by case, depending on the interplay between loading and
boundary conditions and conduction properties.
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Figure 7.34 – Distributed necking of a standard tensile test specimen.
Uniform temperature levels in the process zone (left column). Heat
fluxes (right column) concentrated along the thermal boundary on the
right.
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Figure 7.35 – Temperature softening of a standard tensile test specimen.
Decreasing stresses for increasing imposed displacements. Viscous dis-
sipation causes temperature increase, which then reduces elastic and
viscous properties. Uniform stress along the central process zone.
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Figure 7.36 – Temperature softening of a standard tensile test specimen.
Uniform temperature levels in the process zone (left column). Heat
fluxes (right column) constantly concentrated between the same coldest
and hottest regions.
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Figure 7.37 – Damage-induced softening of a standard tensile test spec-
imen. Stress levels (right column) decreasing as imposed strains in-
crease. Transverse displacement (left column) concentrating in the nar-
rower process zone as damage increases at first, then showing signs of
localization in a single spot.
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Figure 7.38 – Damage-induced softening of a standard tensile test speci-
men. Temperature levels (left column) go from thermoelastic cooling to
extremely localized heating due to damage dissipation. Damage (right
column) spreads through the process zone before beginning to localize
in a narrow band.
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8 CONCLUDING REMARKS AND FUTURE
PERSPECTIVES

Motivated by the challenges related to the constitutive modeling
of polymers in the full range of life, from fully sound material properties
to full degradation and failure, this document presented a series of ma-
terial models tailored to fit some of the main features in thermoplastic
behavior.

In chapter 2, a micromechanical view of the thermal and mechan-
ical loading of polymers based on specialized materials science litera-
ture led to the identification of a couple of key phenomena that had to
be present in the developed constitutive models, namely viscoelasticity
and thermomechanical coupling. Ruled by the relative motion between
long polymer chains and by the breaking and forming of secondary
bonds between them, these phenomena are essentially dissipative and
required adequate thermodynamic models. Also dissipative in nature,
the phenomenon of damage is responsible for the degradation of mate-
rial properties throughout the volume of the considered domain. Argu-
ments were presented for the coupling of damage to other dissipation
sources in polymers. Finally, the issue of failure in polymers was dis-
cussed based on microscopy analysis of ruptured specimens. Features
such as shear banding and stress crazing were shown to characterize
the lead up to fracture in polymer specimens.

A fully coupled thermo-viscoelasticity model was presented in
chapter 4. Drawn from the variational approach to dissipative problems
known as variational constitutive updates, proposed in Ortiz & Stainier
(1999) for mechanical problems and extended in Yang, Stainier & Ortiz
(2006) for thermomechanics (a framework revised in detail in chapter
3), the novel model was shown to yield all the necessary balance and
evolution equations from the stationarity condition of a single unified
pseudo-potential function, which is built at every time step. All the
steps towards the implementation of the model were discussed, espe-
cially the updates of internal variables and the construction of tangent
moduli. Some of the capabilities of the model were demonstrated in
sample examples, reproducing several features found in polymer be-
havior: strain rate dependence, temperature influence upon material
parameters, stress relaxation, highly nonlinear behavior in stress X
strain curves, large strain phenomena, thermomechanical coupling and
hysteresis effects.

Next, in chapter 5, the variational formulation was extended to
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include damage effects, following the work done in Kintzel & Mosler
(2011). Placed in the context of continuum damage mechanics (CDM),
the proposed model was based on choices of special forms of potentials
and on the principle of strain equivalence. A naturally separable struc-
ture between the updates of viscous and damage internal variables was
achieved, rendering implementation of damage fairly modular in nature.
Still, damage evolution remains coupled to thermal and viscous dissipa-
tion mechanisms, the other dissipative behaviors considered throughout
the volume of the material. The influence of damage was explored in
the routines for updating internal variables and in the derivation of
tangent moduli. A few examples were used to show viscous strains as
the main driving force behind damage evolution, instead of imposed
stress. Additionally, some of the same examples used in the previous
chapter were reproduced in order to determine the impacts of damage.

In order to overcome the issue of spurious localization, intrin-
sic to local models of damage such as the one proposed in chapter 5,
whereby damage evolution can lead to failure with little to no dissi-
pation and non-physical brittleness, a recent nonlocal approach was
applied, in chapter 6. The Thick Level Set model (TLS) was revised
and shown to provide a bridge between damage and fracture mechanics,
allowing failure mechanisms to be seamlessly included into the consti-
tutive model. In the TLS model, level-set functions are used to impose
the existence of a damage front of a fixed characteristic length be-
tween regions of fully sound and fully degraded material. This is in
apparent agreement to the observed crazing phenomena around cracks
in polymers. Discussions on the coupling of the TLS to various local
models of damage were provided, something that had yet be done in
the literature, as well as a revised algorithmic view of the now nonlo-
cal procedure for updating internal variables of damage. A discussion
on the regularizing effect of heat conduction in a thermomechanically
coupled damage model was also presented. It was made clear that
such an effect is limited to certain loading and boundary conditions.
If a characteristic length of damage gradients is considered a property
of the material, as suggested by experimental and rational arguments,
and the central hypothesis behind the TLS, then some nonlocal tool
remains necessary even when the damage model includes temperature
gradients. As sample applications, a comparison between an elastic
damage model and the proposed thermo-viscoelastic damage model in
dynamics was presented.

Implementations of all the proposed variational models in a finite
element code dedicated to multiphysics problems are currently avail-
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able. Developed in house at the Ecole Centrale de Nantes, Zorglib/-
Matlib is a C++ based platform specialized in the simulation of com-
plex constitutive models. So far, the TLS approach and the necessary
level-set tools are not readily available in Zorglib. Further code devel-
opment is still necessary to allow for a complete coupling between the
proposed variational constitutive models and the TLS in larger scale
problems.

In chapter 7, several applications of the proposed variational
models were presented, with a focus on coupling mechanisms and the
possibility of strong localization. For the classical case of a plate with a
central hole, a first comparison was drawn between adiabatic and con-
duction formulations. Heat conduction was shown to indeed present a
regularizing effect upon the damage profile. Next, though, it was shown
that boundary conditions can strongly influence this phenomenon. By
employing high convection coefficients along the boundaries, it was pos-
sible to show that a heat sink effect can greatly curtail the effect of con-
duction upon damage localization. Finally, different conduction coeffi-
cients were tested for the same boundary conditions. It was shown that
damage profiles present lower gradients for higher conduction. How-
ever, as heat accumulation also drives damage evolution, higher levels
of damage can appear and, for extreme loading conditions, damage
localization can not be completely avoided.

Next, in the second set of applications, the conditions present
for the very common Dynamic Thermomechanical Analysis tests were
reproduced. Four different types of cyclic tests were simulated, in con-
ditions inspired by industry standards. Several mechanisms of ther-
momechanical coupling were put in focus, together with the central
driving forces behind damage evolution.

Finally, tensile tests for standard polymer test species were sim-
ulated. For the undamaged thermo-viscoelasticity model, both with
and without temperature dependence of material parameters, stresses
and temperatures were shown to develop uniformly along the central
process zone. As higher imposed displacement levels were reached,
the feature of distributed necking along all of the process zone was
demonstrated. In the case with temperature dependence of material
parameters, however, as temperature levels increased, unstable con-
ditions were reached due to thermal softening. Next, the same test
was performed for the proposed damage formulation. Even with no
temperature dependence of material parameters, distributed necking
was followed by predicted localization for small material regions. This
shows that coupling thermal accumulation with damage introduced a
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new mechanism of thermomechanical coupling, with strong influence
of thermal phenomena upon mechanical quantities such as strains and
stresses.

A series of perspective works derived from the current document
is envisioned.

One interesting issue to investigate (related essentially to mathe-
matical and numerical aspects) would be the influence of heat diffusion
in the stabilization of the damage behavior in conjunction with Thick
Level Set nonlocal tools. Diffusive effects are known to introduce sta-
bilization into localization problems. This was demonstrated in some
examples of chapter 7. However, what was also shown is that, when
load application happens at a time scale much shorter than the that
of heat conduction (equivalently, for the assumed adiabatic conditions
or for heat sink effects in the examples of chapter 7), the material can
be expected to exhibit localization. The investigation of such a limit
between load application and viscous and heat conduction time scales,
after which nonlocal effects are naturally introduced by the coupling
in the local damage model, would be interesting to explore especially
in conjunction with the diffuse damage version of the TLS. By varying
loading and boundary conditions, and checking when the localization
triggers were activated in the TLS, a more precise notion of the regu-
larizing effect of heat conduction could be achieved.

Another potential investigation topic (this time in the field of
applications to specific materials) is the use of different damaging func-
tions or of various damage variables related to each energy-storing or
energy-dissipation mechanism. This would introduce more complex
damage behavior, which could in turn help describe polymers in a
broader range of applications. Of course, any such models would trans-
late into a higher number of material parameters and into challenges of
identification. However, given the favorable mathematical structure of
the proposed variational models and the versatility of the generalized
Kelvin-Voigt/Maxwell rheological model, parameter identification rou-
tines could be more easily run to fit the observed behavior of specific
species of polymers in applications of interest.

In fact, parameter identification for specific polymer species could
also be an interesting future research topic on its own (pertaining to ma-
terial science). Variational formulations allow for easy determination
of sensitivity factors, which can be used as the a base for material char-
acterization. The recent development of measuring techniques could be
an asset in fully characterizing thermomechanical coupling, something
that, while not unusual, is still not readily available for many types of
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materials. Given the characteristics of polymers, such a characteriza-
tion is of the utmost importance for many applications.

The coupling of the proposed models to plasticity-driven dam-
age models also seems to be a promising line of work (in the field
of variational constitutive modeling). Polymers often exhibit perma-
nent strains, with rate dependent hardening and dissipation phenom-
ena. The inclusion of Lemâıtre-type damage models into the variational
framework is possible, as demonstrated in Kintzel & Mosler (2011), but
their coupling to viscoelastic damage models has yet to be done. The
competition between different driving forces (viscosity and plasticity)
should yield interesting damage evolution behaviors.

The possibilities offered by the TLS approach of delimiting clear
narrow damage bands in a domain can also be explored in dealing
with the formation of shear bands. A typical thermomechanical prob-
lem, adiabatic shear banding characterizes failure in thermoplastics un-
der certain loading conditions. The very framework of combining a
thermomechanically-coupled damage model with the TLS would seem
to be very well suited to applications of shear banding.

As material models grow in complexity, with the incorporation
and coupling of various mechanisms, computational costs are bound
to grow. In this context, the investigation of efficient solution algo-
rithms for fully coupled problems, including staggered or fractional
step methods (discussed, for instance, in Armero & Simo (1992) and
Ramabathiran & Stainier (2013)), modified schemes for the solution
of nonlinear systems (as in Bouery (2012)) or even different strategies
based on domain decomposition (such as the Large Time Increment,
LATIN, discussed in Cognard & Ladevèze (1993), or the more recent
Proper Generalized Decomposition, PGD, discussed in Chinesta, Lade-
veze & Cueto (2011)) can be of interest.
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um Problema Adiabatico Termomecanicamente Acoplado.
Dissertação (Mestrado) — Universidade Federal de Santa Catarina,
2009.

SIMO, J. On a fully three-dimensional finite-strain viscoelastic
damage model: Formulation and computational aspects. Computer
Methods in Applied Mechanics and Engineering, v. 60, n. 2, p.
153 – 173, 1987.

SIMO, J. C.; TAYLOR, R. L. Quasi-incompressible finite elasticity in
principal stretches. continuum basis and numerical algorithms.
Computer Methods in Applied Mechanics and Engineering,
v. 85, n. 3, p. 273 – 310, 1991.

SIMONE, A. Explicit and implicit gradient-enhanced damage
models. 2007. ALERT Graduate School - Course notes.

SOUZA NETO, E. de; PERIC, D.; OWEN, D. Computational
Methods for Plasticity: Theory and Applications. Wiley, 2011.

STAINIER, L. Consistent incremental approximation of dissipation
pseudo-potentials in the variational formulation of thermo-mechanical
constitutive updates. Mechanics Research Communications,
v. 38, n. 4, p. 315 – 319, 2011.

STAINIER, L. Chapter two - a variational approach to modeling
coupled thermo-mechanical nonlinear dissipative behaviors. In:



281

BORDAS, S. P. (Ed.). Elsevier, 2013, (Advances in Applied
Mechanics, v. 46). p. 69 – 126.
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dissipation pseudo-potentials
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From when variational approaches to dissipative problems are
introduced (section 3.4) and throughout all the following mentions to
dissipation pseudo-potentials, a possible parametric dependence on the
value of internal and external variables is assumed. So as not to deviate
from the main ideas behind the construction of variational formulations
for the various considered problems, discussions on the handling of this
parametric dependence were omitted from the main text. The goal of
this appendix is to explore this issue for a general dissipation pseudo-
potential.

Responsible for keeping track of the history of the indepen-
dent variables, the parametric dependence is denoted after a semicolon

(ψ
(
Ċ, Ż; C,Z

)
). In the incremental context, it is represented by vari-

ables evaluated at an intermediate point n+α in the time step between
n and n + 1. A simple finite difference scheme for approximating the
derivatives of variables is considered (Ż = Zn+1−Zn

∆t ):

ψ

(
∆C

∆t
,

∆Z

∆t
; Cn+α,Zn+α

)
(A.1)

A generalized midpoint rule of the following kind shall be adopted:
Zn+α = αZn+1 − (1− α)Zn. Clearly, then, when determining the sta-
tionarity condition of the general equation 3.37 with respect to vari-
ables at the end of the time step, terms dependent on the parametric
Cn+α and Zn+α appear, in addition to terms related to the rate of
independent variables.

Dxn+1
[Hn](δxn+1) =∫

Ω

{
ρR
∂W

∂C
+

[
∂ψ

∂Ċ
+ α∆t

∂ψ

∂Cn+1

]}
∇δxn+1dV

−
∫

Ω

tR.δxn+1dΓ−
∫

Ω

bR.δxn+1dV = 0, ∀admδxn+1 (A.2a)
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DZn+1
[Hn](δZn+1) =

∫
Ω

ρR
∂W

∂Zn+1
+


Y︷ ︸︸ ︷

∂ψ

∂Ż︸︷︷︸
Y(Ż)

+α∆t
∂ψ

∂Zn+1︸ ︷︷ ︸
Y(Zn+1)


 : δZn+1dV = 0,

∀admδZn+1 (A.2b)

The mechanical equilibrium equation actually includes dissipa-
tive stress terms originated from the parametric dependence on the
history of C. Equivalently, the equation for the evolution of internal
variables also has to account for terms depending on their history.

It becomes evident that the notation adopted throughout the
main text is lacking in this regard, starting from equations 3.43. In
fact, all derivatives of the dissipation pseudo-potential with respect to
the rate of independent variables (∂ψ

∂Ż
) should be interpreted as the

terms in square brackets in the equations A.2 above, for a general case.
Only for chosen dissipation pseudo-potentials exhibiting no his-

tory dependence does the derivative reduce to the simpler expression
adopted throughout. This is the case, in fact, for many of the ex-
amples presented, where it is made clear that the chosen dissipative
potentials are history independent. For a rigorous notation, though,
the equations A.2 above should be considered.

Evidently, the issue is also present in the derivatives performed
in assembling the tangent operators. Second derivatives of general dis-
sipation pseudo-potentials include three terms. K(Ż) marks the sec-
ond derivative with respect to the rate of internal variables. K(Ż,Zn+1)

marks the cross derivative with respect to the rate of internal variables
and the parametric dependence on their history. K(Zn+1) marks the
second derivative with respect to the parametric dependence on the
history of internal variables.

∂2ψ

∂Z2
n+1

=

K(Ż)︷ ︸︸ ︷
1

∆t2
∂2ψ

∂Ż
2 +

K(Ż,Zn+1)︷ ︸︸ ︷
2α

1

∆t

∂2ψ

∂Ż∂Zn+1

+

K(Zn+1)︷ ︸︸ ︷
α2 ∂2ψ

∂Z2
n+1

(A.3)

Extending the variational formulation to thermomechanical prob-
lems involves the use of a specific parameterization of all dissipative
behaviors. Closely connected to the concept of internal and external
temperatures, as discussed in section 3.5, the term Tn+1

Tn
is factored into
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all dissipation mechanisms, which are, in turn, dependent on the rate
of independent variables. Additionally, possible parametric dependence
on the temperature history is also considered. The general notation of
the dissipation pseudo-potential then becomes:

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)
(A.4)

In order to ensure thermodynamic consistency of the variational
scheme, a proper average of the dissipation has to be taken along the
time step. This is denoted through accolades throughout the text, and
the definition of equation 3.47 is recalled below.

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
=

Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn

)
+

Tn+1 − Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)
(A.5)

The dissipation pseudo-potential has to be evaluated at differ-
ent temperatures Tn and Tn+α. This brings out additional paramet-
ric dependence terms to the expressions of both the thermodynamic
force conjugated to internal variables Y = Y(Ż) + Y(Zn+1), and to
the second order derivative of the dissipation pseudo-potential K =
K(Ż) +K(Ż,Zn+1) +K(Zn+1).

These operations are detailed in the following appendices, first
in the discussion of the contribution to entropy evolution of each por-
tion of dissipation, then for the specific case of damage dissipation, in
assembling the corresponding material tensors.
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APPENDIX B -- Thermomechanical dissipation
pseudo-potentials: contribution to entropy evolution
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As discussed in previous appendix, the chosen notation for the
dissipation pseudo-potential (and its derivatives) in the main text is
somewhat too economical when it comes to properly treating both the
parametric dependence on the history of independent variables and
the temperature correction that ensures thermodynamic consistency of
the thermomechanical formulation. This was done in the interest of a
more concise and clear notation for the main equations, but must be
addressed for a complete picture.

In the general incremental thermomechanical case, dissipation
pseudo-potentials take on the following form (equation 3.47):

〈
ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)〉
=

Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn

)
+

Tn+1 − Tn
Tn+1

ψ

(
Tn+1

Tn

∆C

∆t
,
Tn+1

Tn

∆Z

∆t
; Cn+α,Zn+α, Tn+α

)
(B.1)

The additive decomposition of different dissipation mechanisms
is assumed, leading to the three main dissipation components of the
most complete thermo-viscoelastic damage problem: Kelvin-Voigt visco-
elasticity ψKV , Maxwell viscoelasticity ψMX and damage evolution ψd.

Equation 5.28, reproduced below in more appropriate form, brings
the entropy update equation for the thermo-viscoelastic damage prob-
lem. The internal dissipation includes contributions from the evolution
of viscous variables Dvint and from the evolution of the damage variable
Ddint.
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ηn+1 = −f(dn+1)

[
∂W̃ e

∂Tn+1
+
∂W̃ vol

∂Tn+1
+

∂W̃h

∂Tn+1

]

=

Dv
int︷ ︸︸ ︷

f(dn+1)

∆t
∂
〈
ψ̃KV

〉
∂Tn+1

+ ∆t
∂
〈
ψ̃MX

〉
∂Tn+1


+ ∆t

∂
〈
ψ̃d
〉

∂Tn+1︸ ︷︷ ︸
Dd

int

+ηn + ∆tDiv

(
qR
Tn

)
+ ∆t

rR
Tn

(B.2)

It is only when viscous dissipation pseudo-potentials exhibit no

history dependence that their temperature derivative reduces to ∂〈ψ〉
∂Tn+1

=

Ż
Tn

〈
∂ψ

∂Ż

〉
, as written in equation 5.28.

In the present appendix, a complete form of the entropy evolu-
tion due to each portion of dissipation is derived.

∂ 〈ψ〉
∂Tn+1

=
Ż

Tn

Y(Ż)︷ ︸︸ ︷〈
∂ψ

∂Ż

〉
+α

Tn+1 − Tn
Tn

Y(Tn+1)︷ ︸︸ ︷
∂ψ

∂Tn+1
(Tn+α)

+
Tn
T 2
n+1

(ψ(Tn+1)− ψ(Tn+1)) (B.3)

The portion Y(Tn+1) corresponds to a thermodynamic force as-
sociated to the parametric dependence on temperature history. Due
to the factorization of all dissipative behaviors through a temperature
term, the temperature derivative commutes to the one related to the

evolution of independent variables, yielding the term: Ż
Tn

〈
∂ψ

∂Ż

〉
. What

remains to explore is the influence of the thermodynamically consistent
temperature average.

Y(Ż) =

〈
∂ψ

∂Ż

〉
=
∂ψ

∂Ż
(Tn) +

Tn+1 − Tn
Tn

∂ψ

∂Ż
(Tn+1) (B.4)

Thus, for each of the three main sources of dissipation in the gen-
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eral thermo-viscoelastic damage problem, the contributions to entropy
evolution (by means of internal dissipation) is given by the following
expressions, instead of the simpler terms in equation 5.28:

DKVint = f(dn+1)∆t
∂
〈
ψKV

〉
∂Tn+1

=

f(dn+1)

{
∆cj
Tn

〈
∂ψKV

∂ċj

〉
+ α∆t

Tn+1 − Tn
Tn

∂ψKV

∂Tn+1
(Tn+α)

+∆t
Tn
T 2
n+1

(
ψKV (Tn+1)− ψKV (Tn+1)

)}
=

f(dn+1)

{
∆cj
Tn

[
∂ψKV

∂ċj
(Tn) +

Tn+1 − Tn
Tn

∂ψKV

∂ċj
(Tn+1)

]
+α

Tn+1 − Tn
Tn

∂ψKV

∂Tn+1
(Tn+α)

+
Tn
T 2
n+1

[
ψKV (Tn+α)− ψKV (Tn)

]}
(B.5a)

DMX
int = f(dn+1)∆t

∂
〈
ψMX

〉
∂Tn+1

=

f(dn+1)

{
∆qj
Tn

〈
∂ψMX

∂q̇j

〉
+ α∆t

Tn+1 − Tn
Tn

∂ψMX

∂Tn+1
(Tn+α)

+∆t
Tn
T 2
n+1

(
ψMX(Tn+1)− ψMX(Tn+1)

)}
=

f(dn+1)

{
∆qj
Tn

[
∂ψMX

∂q̇j
(Tn) +

Tn+1 − Tn
Tn

∂ψMX

∂q̇j
(Tn+1)

]
+α

Tn+1 − Tn
Tn

∂ψMX

∂Tn+1
(Tn+α)

+
Tn
T 2
n+1

[
ψMX(Tn+α)− ψMX(Tn)

]}
(B.5b)
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Ddint = ∆t
∂
〈
ψd
〉

∂Tn+1
=

∆d

Tn

〈
∂ψd

∂ḋ

〉
+ α∆t

Tn+1 − Tn
Tn

∂ψd

∂Tn+1
(Tn+α)

+ ∆t
Tn
T 2
n+1

(
ψd(Tn+1)− ψd(Tn+1)

)
=

∆d

Tn

[
∂ψd

∂ḋ
(Tn) +

Tn+1 − Tn
Tn

∂ψd

∂ḋ
(Tn+1)

]
+ α

Tn+1 − Tn
Tn

∂ψd

∂Tn+1
(Tn+α)

+
Tn
T 2
n+1

[
ψd(Tn+α)− ψd(Tn)

]
(B.5c)



APPENDIX C -- Thermo-viscoelasticity: derivatives with
respect to eigenvalues of strain predictor
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Section 4.5 consists of a detailed look into the determination of
tensor moduli C and D. Thermomechanical coupling terms Cthm =
Dthm are likewise discussed. Different terms corresponding to each
portion of the free energy and dissipation potentials are identified.
Throughout the section, the proposed predictor-corrector scheme is em-
ployed for evaluating the contribution of each Maxwell branch, so that
many of the necessary derivatives are performed with respect to pre-
dictor quantities.

What remains to be done in order to complete final expressions
for the tensor moduli is determining a couple of derivatives with respect
to predictor strains. This appendix employs a similar procedure found
in the appendices of Selke (2009) (where the focus was on thermo-
viscoplasticity) to determine terms marked I and II, respectively in

equations 4.90 and 4.91, namely:
∂εej
∂εprj

and ∂T
∂εprj

.

The starting point for the procedure are the stationarity condi-
tions with respect to internal viscous variables, to their corresponding
Lagrange multiplier and to temperature, recalled below (in the case of
history independent dissipation pseudo-potentials) for reading conve-
nience:

rj = −∂W
e

∂εej
+ λ0 +

Tn+1

Tn

〈
∂ψMX

∂q̇j

〉
= 0 (C.1a)

r4 =

3∑
j=1

qj = 0 (C.1b)

rT =

[
∂W

∂T
+ ηn

]
+

∆t

Tn

〈
∂ψKV

∂ċj
: ċj +

∂ψMX

∂q̇j
: q̇j

〉
+

∆t

Tn
Div (qR)− ∆t

Tn
rR = 0 (C.1c)

From the definition of the predictor state, it is possible to write:

εej = εprj −∆qj ⇒
∂εei
∂εprj

= δij −
∂qi
∂εprj

(C.2)

Next, derivatives of all equations above with respect to predictor
strains are performed:
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∂ri
∂εprj

= −

[
∂2W e

∂εe2i

∂εei
∂εprj

+
∂2W e

∂εei∂T

∂T

∂εprj

]
+
∂λ0

∂εprj

+
1

∆t

Tn+1

Tn

2〈∂2ψMX

∂q̇2
i

〉
∂qi
∂εprj

+

1

∆t

Tn+1

Tn

∆qj
Tn

〈
∂2ψMX

∂q̇2
i

〉
∂T

∂εprj
= 0 (C.3a)

∂r4

∂εprj
=

∂qi
∂εprj

= 0 (C.3b)

∂rT
∂εprj

=

[
∂2W

∂T 2

∂T

∂εprj
+
∂2W e

∂T∂εei

∂εei
∂εprj

]

+
1

∆t

[
∆ci
Tn

]2〈
∂2ψKV

∂ċ2i

〉
∂T

∂εprj
+

∆qi
Tn

[
1

∆t

Tn+1

Tn

〈
∂2ψMX

∂q̇2
i

〉
∂qi
∂εprj

+
q̇i
Tn

〈
∂2ψMX

∂q̇2
i

〉
∂T

∂εprj

]
= 0 (C.3c)

Rearranging the system of equations above using relation C.2:

∂ri
∂εprj

=

[
∂2W e

∂εe2i
+

1

∆t

Tn+1

Tn

2〈∂2ψMX

∂q̇2
i

〉]
∂qi
∂εprj

+
∂λ0

∂εprj

+

[
− ∂

2W e

∂εei∂T
+

1

∆t

Tn+1

Tn

∆qj
Tn

〈
∂2ψMX

∂q̇2
i

〉]
∂T

∂εprj

− δij
∂2W e

∂εe2i
= 0 (C.4a)

∂r4

∂εprj
=

∂qi
∂εprj

= 0 (C.4b)
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∂rT
∂εprj

=

[
− ∂

2W e

∂T∂εei
+

1

∆t

∆qi
Tn

Tn+1

Tn

〈
∂2ψMX

∂q̇2
i

〉]
∂qi
∂εprj

+

[
∂2W

∂T 2
+

1

∆t

∆ci
Tn

2〈∂2ψKV

∂ċ2i

〉
+

1

∆t

∆qi
Tn

2〈∂2ψMX

∂q̇2
i

〉]
∂T

∂εprj
+ δij

∂2W e

∂T∂εei
= 0 (C.4c)

A nonlinear system of equations taken from the equations above
can be used to fully determine the derivatives of elastic strains and tem-
peratures with respect to predictor strains. Newton-Raphson schemes
can be applied to a system of the type Ka = b, defined as follows to
organize equations:

K =


K11 0 0 1 K15

0 K22 0 1 K25

0 0 K33 1 K35

1 1 1 0 0
K15 K25 K35 0 K55

 (C.5)

Where individual terms are given by:

Kii =
∂2W e

∂εe2i
+

1

∆t

Tn+1

Tn

2〈∂2ψMX

∂q̇2
i

〉
, i = 1, 2, 3 (C.6a)

Ki5 = K5i =

− ∂2W e

∂εei∂T
+

1

∆t

Tn+1

Tn

∆qj
Tn

〈
∂2ψMX

∂q̇2
i

〉
, i = 1, 2, 3 (C.6b)

K55 =

ρn
∂2W

∂T 2
+

1

∆t

∆ci
Tn

2〈∂2ψKV

∂ċ2i

〉
+

1

∆t

∆qi
Tn

2〈∂2ψMX

∂q̇2
i

〉
(C.6c)

Vectors a and b are defined as follows:
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a =



∂q1

∂εpr1

∂q1

∂εpr2

∂q1

∂εpr3
∂q2

∂εpr1

∂q2

∂εpr2

∂q2

∂εpr3
∂q3

∂εpr1

∂q3

∂εpr2

∂q3

∂εpr3
∂λ0

∂εpr1

∂λ0

∂εpr2

∂λ0

∂εpr3
∂T

∂εpr1

∂T

∂εpr2

∂T

∂εpr3



b =



∂2W e

∂εe21

0 0

0
∂2W e

∂εe22

0

0 0
∂2W e

∂εe23
0 0 0

− ∂
2W e

∂εe1∂T
− ∂

2W e

∂εe2∂T
− ∂

2W e

∂εe3∂T


(C.7)



APPENDIX D -- Thermo-viscoelastic damage: aspects of the
derivation of tangent moduli
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The stationarity equation with respect to the damage variable
at the end of the time step (which shall be denoted rd throughout
this appendix) can be a starting point for the derivation of the second
derivative terms that comprise the material tensor of the full thermo-
mechanically coupled problem. It reads as follows, in general form:

rd =
∂f(d)

∂d

[
W̃ vol + W̃ e + W̃ th + ∆t

〈
ψ̃
〉]

+ ∆t
∂
〈
ψd
〉

∂d
= 0 (D.1)

The factorization of all dissipative behaviors with the tempera-
ture term Tn+1

Tn
has been previously discussed. When the dissipation

pseudo-potential has no parametric dependence on the value of the
damage variable (the term denoted as dn+α below), damage station-
arity takes on the slightly simpler form below, presented in chapter
5:

rd =
∂f(d)

∂d

[
W̃ vol + W̃ e + W̃ th + ∆t

〈
ψ̃
〉]
+
Tn+1

Tn

〈
∂ψd

∂ḋ

〉
= 0 (D.2)

Using the most common damaging function (f(d) = 1− d), the
equation above reads as follows:

Tn+1

Tn

〈
∂ψd

∂ḋ

〉
=
[
W̃ vol + W̃ e + W̃ th + ∆t

〈
ψ̃
〉]

= Y d (D.3)

In the interest of completeness, however, in the present appendix
the most general expressions are derived, encompassing different forms
of dissipation pseudo-potentials not explored in the main part of the
text.

These equations are developed in what follows. In order to do so,
the form of the thermodynamically-consistent average (equation 3.47)
of the dissipation potentials along the time step is recalled:
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〈
ψ

(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)〉
=

Tn
Tn+1

ψ

(
Tn+1

Tn

∆d

∆t
; dn+α, Tn

)
+
Tn+1 − Tn
Tn+1

ψ

(
Tn+1

Tn

∆d

∆t
; dn+α, Tn+α

)
(D.4)

It should be observed that possible parametric dependence with
respect to temperature and the current value of damage is considered.
The proper derivatives of the equations above may then include various
terms, as shown below.

Going back to the stationarity of the incremental potential with
respect to the damage variable, the full derivative with respect to
strains and temperature can be taken. This gives the necessary ele-
ments to calculate the derivative of damage with respect to variations
of strains and temperature, correcting terms appearing in the expres-
sions of the material tensor.

For strains:

d

dC

(
−Y d + ∆t

∂
〈
ψd
〉

∂d

)
= 0 (D.5)

−∂rd
∂C

+ ∆t
∂2
〈
ψd
〉

∂d2

∂d

∂C
= 0 (D.6)

From the definition of the energy restitution rate, the first term
can be shown to yield the equivalent stresses, including elastic, thermal
and viscous components. A simple rearrangement of terms then yields
an expression for the derivative of the damage variable with respect to
variations of strains:

∂d

∂C
=

∂Y d

∂C

∆t∂
2〈ψd〉
∂d∂d

=
∂H̃effInt

∂C

∆t∂
2〈ψd〉
∂d∂d

=
1
2F−1P̃

∆t∂
2〈ψd〉
∂d2

(D.7)

For temperature:

d

dT

(
−Y d + ∆t

∂
〈
ψd
〉

∂d

)
= 0 (D.8)
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−∂rd
∂T

+ ∆t
∂2
〈
ψd
〉

∂d2

∂d

∂T
= 0 (D.9)

Again, going back to the definition of the energy restitution rate,
the first term takes on a character akin to the entropy at time step n+1
in the equivalent state. Rearranging terms, the derivative of damage
with respect to variations of temperature reads:

∂d

∂T
=

∂rd
∂T

∆t∂
2〈ψd〉
∂d2

=
∂Y d

∂T + ∆t
∂2〈ψd〉
∂d∂T

∆t∂
2〈ψd〉
∂d2

=
∂H̃effInt

∂T + ∆t
∂2〈ψd〉
∂d∂T

∆t∂
2〈ψd〉
∂d∂d

=
η̃ + ∆t

∂2〈ψd〉
∂d∂T

∆t∂
2〈ψd〉
∂d2

(D.10)

It should be clear that the quantity η̃ associated to entropy in
the equivalent strain space in equation D.10 above does not include any
contribution due to the presence of damage.

What remains is to explore all terms arising from the derivative

of the dissipation pseudo-potential (terms
∂〈ψd〉
∂d ,

∂2〈ψd〉
∂d2 and

∂2〈ψd〉
∂d∂T

in equations above), while accounting for all possible parametric de-
pendencies on values of the damage variable and temperature (as ev-
idenced by terms dn+α and Tn+α in the general notation) and the
thermodynamically-consistent average along the time step (denoted by
the accolades

〈
ψd
〉
).

The first order derivative with respect to the damage variable
then yields the following terms:

∂
〈
ψd
〉

∂d
=

Y(ḋ)︷ ︸︸ ︷
∂ψd

∂ḋ
(Tn) +

Tn+1 − Tn
Tn

∂ψd

∂ḋ
(Tn+α)

+ α∆t

[
Tn
Tn+1

∂ψd

∂dn+1
(Tn) +

Tn+1 − Tn
Tn+1

∂ψd

∂dn+1
(Tn+α)

]
︸ ︷︷ ︸

Y(dn+1)

(D.11)

Two groups of terms are identified. Y(ḋ) marks the terms coming
from the derivative with respect to the damage evolution rate, while
Y(dn+1) marks those coming from the possible parametric dependence
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on the current value of the damage variable. It should be noted that the
dissipation pseudo-potentials proposed in the main part of the text do
not consider this parametric dependence, so that their first derivative
with respect to damage reduces to the terms Y(ḋ) only.

The second order derivative with respect to the damage variable
is given by the following expression:

∂2
〈
ψd
〉

∂d2
=

K(ḋ)︷ ︸︸ ︷
1

∆t

Tn+1

Tn

∂2ψd

∂ḋ2
(Tn) +

1

∆t

Tn+1

Tn

Tn+1 − Tn
Tn

∂2ψd

∂ḋ2
(Tn+α)

+

K(ḋ,dn+1)︷ ︸︸ ︷
2α

(
[
∂2ψd

∂ḋ∂dn+1

(Tn) +
Tn+1 − Tn

Tn

∂2ψd

∂ḋ∂dn+1

]
+ α2∆t

[
Tn
Tn+1

∂2ψd

∂d2
n+1

(Tn) +
Tn+1 − Tn
Tn+1

∂2ψd

∂d2
n+1

(Tn+α)

]
︸ ︷︷ ︸

K(dn+1)

(D.12)

Three groups of terms are identified. K(ḋ) marks the second
derivative with respect to the damage evolution rate. K(ḋ,dn+1) marks
the cross derivative with respect to the damage evolution rate and the
parametric dependence on the value of the damage variable. Finally,
K(dn+1) marks the second derivative with respect to the parametric
dependence on the value of the damage variable.

The cross derivative with respect to the damage variable and to
temperature can be calculated as follows:
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∂2
〈
ψd
〉

∂d∂T
=

∆d
Tn
K(ḋ)︷ ︸︸ ︷

1

Tn
ḋ

[
∂2ψd

∂ḋ2
(Tn) +

Tn+1 − Tn
Tn

∂2ψd

∂ḋ2
(Tn+α)

]

+

∆d
2Tn

K(ḋ,dn+1)︷ ︸︸ ︷
α∆t

1

Tn
ḋ

[
Tn
Tn+1

∂2ψd

∂dn+1∂ḋ
(Tn) +

Tn+1 − Tn
Tn+1

∂2ψd

∂dn+1∂ḋ
(Tn+α)

]

+

K(ḋ,Tn+1)+K(dn+1,Tn+1)︷ ︸︸ ︷
α
Tn+1 − Tn

Tn

[
∂2ψd

∂ḋ∂Tn+1

(Tn+α) + α∆t
Tn
Tn+1

∂2ψd

∂dn+1∂Tn+1
(Tn+α)

]
+ α∆t

Tn
T 2
n+1

[
∂ψd

∂dn+1
(Tn+α)− ∂ψd

∂dn+1
(Tn)

]
+

1

Tn

∂ψd

∂ḋ
(Tn+α) (D.13)

In addition to previously identified second derivative terms (namely,
K(ḋ) and K(ḋ,dn+1)), new cross derivatives terms have now been iden-
tified: terms marked K(dn+1,Tn+1) represent the cross derivative with
respect to the damage evolution rate and the parametric dependence
with respect to temperature, while terms markedK(dn+1,Tn+1) represent
the second parametric derivative with respect to the value of the dam-
age variable and to temperature. Additional unmarked terms round
out the consistent temperature derivation.

Other useful expressions in the construction of the material ten-
sors are the first and second derivatives of the damage dissipation
pseudo-potential with respect to temperature. Contributing to the
thermal capacity portion, it is given by the following expression (where
∆T = Tn+1 − Tn, for short):
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∂2
〈
ψd
〉

∂T 2
=

α∆t
∆T

Tn+1

[
2

ḋ

Tn+1

∂2ψd

∂ḋ∂Tn+1

(Tn+α) + α
∂2ψd

∂T 2
n+1

(Tn+α)

]

+
∆d

T 2
n+1

{
ḋ

[
∂2ψd

∂ḋ2
(Tn) +

∆T

Tn

∂2ψd

∂ḋ2
(Tn+α)

]
+2

[
∂ψd

∂ḋ
(Tn+α)− ∂ψd

∂ḋ
(Tn)

]}
+ 2∆t

[
α
∂ψd

∂Tn+1
− ψd(Tn+α)− ψd(Tn)

Tn+1

]
Tn
T 2
n+1

(D.14)

These expressions are then used in the assembly of the consistent
material tensors for the problem.

Following definitions and notations used earlier in the text, the
mechanical, cross derivative and thermal portions of the consistent ma-
terial tensor now read as follows.

Cmech = f(dn+1)C̃mech +
∂f(dn+1)

∂dn+1

∂dn+1

∂Cn+1

∂H̃effIntn

∂Cn+1

= [1− dn+1]C̃mech −
∂dn+1

∂Cn+1
⊗
[

1

2
Fn+1P̃n+1

]
(D.15a)

Cthm = f(dn+1)C̃thm +
∂f(dn+1)

∂dn+1

∂dn+1

∂Tn+1

∂H̃effIntn

∂Cn+1

= [1− dn+1]C̃thm −
∂dn+1

∂Tn+1

[
1

2
Fn+1P̃n+1

]
(D.15b)
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D = f(dn+1)D̃ + ∆t
∂2
〈
ψd
〉

∂T 2
n+1

+
∂f(dn+1)

∂dn+1

∂dn+1

∂Tn+1

∂H̃effInt

∂Tn+1

= [1− dn+1]D̃ +

eq D.12:K(ḋ)︷ ︸︸ ︷
∆d

ḋ

T 2
n

∂2
〈
ψd
〉

∂ḋ2

+
∆d

Tn

∂2
〈
ψd
〉

∂ḋ∂Tn+1︸ ︷︷ ︸
eq D.13:K(ḋ,Tn+1)

+ ∆t
∂2
〈
ψd
〉

∂T 2
n+1︸ ︷︷ ︸

eq D.12:K(Tn+1)

−∂dn+1

∂Tn+1

∂H̃effInt

∂Tn+1
(D.15c)
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APPENDIX E -- Material parameters used in the
applications
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Due to an implementation choice, all Hencky potentials are de-
scribed by a Young’s modulus (E) and a Poisson coefficient (ν), instead
of the commonly used shear (µ) and bulk moduli (K). They are related
by the following equations:

µ =
E

2(1− 2ν)
(E.1)

K =
E

3(I − 2ν)
(E.2)

The following tables contain the parameter sets used in several
of the examples presented throughout this document.

Table E.1 – Material 1: standard material properties used for most
examples of chapter 7 (1 Kelvin-Voigt element, 2 Maxwell elements)

Elastic properties (1 KV + 2 MX; Hencky model)

EKV0 1.0GPa ν 0.3

dEKV1 1.6MPa/K

EMX1
0 1.0GPa EMX2

0 100MPa

νMX1 0.3 νMX2 0.35

α 6.0×10−5K−1

Thermal properties and mass density

C 1048J/m3.K κ 1.0×10−2J/K
ρR 1450kg/m3 or 1.9J/K

Viscous properties (1 KV + 2 MX; Hencky model)

EvKV 1.0GPa νvKV 0.45

dEvKV 0.3MPa/K

EvMX1 1.0GPa νvMX1 0.45

EvMX2 100MPa νvMX2 0.45

Damage properties (power law)

Y d0 50× 106J ḋ0 1.0× 10−3

m′ 1.0
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Table E.2 – Material 2: properties for thermo-viscoelasticity model
used in figure 4.4 (1 Kelvin-Voigt element, Ogden viscous potential)

Elastic properties (1 KV; Hencky model)

EKV0 100.0MPa ν 0.4
α 6.0×10−5K−1

Thermal properties and mass density

C 500J/m3.K κ 5.0×10−1J/K
ρR 3000kg/m3

Viscous properties (1 KV; Ogden model)

µvKV1 6.0GPa µvKV2 150.0MPa

αKV1 1.5 αKV2 0.3

µvKV3 0.4MPa

αKV3 2.0
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Table E.3 – Material 3: material properties used for the final example
of tensile testing in section 7.5 (1 Kelvin-Voigt element, 2 Maxwell
elements)

Elastic properties (1 KV + 2 MX; Hencky model)

EKV0 0.4GPa ν 0.4

EMX1
0 0.1GPa EMX2

0 1MPa

νMX1 0.4 νMX2 0.4

α 2.0×10−4K−1

Thermal properties and mass density

C 1048J/m3.K κ 0.48J/K
ρR 1450kg/m3

Viscous properties (1 KV + 2 MX; Hencky model)

EvKV 100MPa νvKV 0.5

EvMX1 500GPa νvMX1 0.5

EvMX2 40MPa νvMX2 0.5

Damage properties (power law)

Y d0 9.75× 106J ḋ0 1.5× 10−1

m′ 3.5


