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RESUMO

As futuras redes de sexta geração (6G) deverão fornecer serviços inovadores onipre-

sentes, mas os atuais sistemas de comunicação terrestre ainda são consideravelmente

limitados por restrições de infraestrutura e cobertura. Para fornecer cobertura global,

prevê-se que os sistemas de comunicação via satélite sejam incorporados nas redes

6G. Em particular, os satélites de órbita baixa (LEO, do inglês Low Earth Orbit) pos-

suem custo reduzido e baixa latência em comparação com os sistemas de satélite

tradicionais, sendo uma alternativa economicamente e tecnicamente promissora para

comunicações móveis e aplicações de Internet das Coisas (IoT, do inglês Internet of

Things). As estratégias para alocação eficiente de recursos em redes de satélites LEO

para aplicações 6G e IoT apresentadas nesta tese exploram: (i) a alocação da carga

de tráfego oferecida para maximizar a métrica de desempenho desejada; (ii) o número

de canais disponíveis, a localização geográfica dos dispositivos IoT e a trajetória dos

satélites LEO para aumentar a eficiência temporal das janelas de visibilidade; e (iii) as

técnicas de Acesso Múltiplo Não Ortogonal (NOMA, do inglês Non-Orthogonal Multiple

Access) para melhorar o goodput e a eficiência energética. Primeiro, consideramos um

sistema de comunicação direto para o satélite (DtS) onde um cluster de dispositivos

IoT está sob a cobertura da constelação de satélites LEO, enquanto slotted Aloha é

usado como técnica de controle de acesso ao meio no uplink. Como cada posição

relativa da constelação em relação ao conjunto de dispositivos IoT leva a uma taxa de

transferência diferente para uma determinada carga de tráfego, propomos uma nova

estratégia de distribuição de carga de tráfego baseada em aproximação convexa su-

cessiva para maximizar a taxa de transferência do sistema. O método proposto aloca

adequadamente a carga de tráfego entre as diferentes posições da constelação em

relação ao cluster IoT, supera outras estratégias recentemente propostas baseadas em

heurísticas para alocação de carga de tráfego e ainda atinge uma taxa de transferência

estável e não nula, mesmo para grandes cargas de tráfego. Segundo, esta tese propõe

novas estratégias de agendamento para redes de Internet das Coisas Direta ao Saté-

lite (DtS-IoT, do inglês Direct-to-Satellite Internet of Things) inspiradas em aplicações

comerciais tais como LacunaSat. Considerando o gateway a bordo do satélite LEO e

múltiplos canais, esses mecanismos aproveitam a disponibilidade de vários canais e a

capacidade de alterar a ordem de agendamento de transmissão de alguns dispositivos

dentro de uma janela de tempo de visibilidade para melhorar a eficiência do uplink. Os

resultados mostram que o número médio de uplinks por volta e por dispositivo visível

aumenta com o número de canais disponíveis, proporcionando uma melhoria de quase

80% em termos de eficiência no uplink do sistema. Além disso, exploramos que a com-

binação das estratégias de agendamento pode aumentar ainda mais o desempenho do

sistema, garantindo uma eficiência de uplink superior a 50%, como elucidado nos algo-

ritmos de implementação com quatro, seis e oito canais. Finalmente, este documento



introduz dois novos esquemas DtS-IoT usando NOMA por domínio de potência com

potência de transmissão fixa ou controlada no uplink. O modelo de sistema proposto

considera que os dispositivos IoT usam a tecnologia de longo alcance para transmitir

pacotes de dados para o satélite equipado com um gateway habilitado para decodifi-

car através do Cancelamento de Interferência Sucessiva (SIC, do inglês Successive

Interference Cancellation). Assume-se também que os dispositivos IoT possuem um

preditor da órbita do satélite. Usando dados reais de localização geográfica e trajetória,

avaliamos o desempenho do número médio de transmissões decodificadas com su-

cesso, goodput e eficiência energética em função do número de dispositivos na rede.

Os resultados mostram o comparativo entre as métricas de desempenho para ambos

os esquemas propostos. Comparando os esquemas de transmissão fixa e controlada

com Aloha para 100 (600) dispositivos, encontramos melhorias de goodput de 65%

(29%) e 52% (101%), respectivamente. Notavelmente, a abordagem controlada apro-

veita as oportunidades de transmissão à medida que o tamanho da rede aumenta,

superando as outras estratégias.

Palavras-chave: IoT. Satélites LEO. Aproximacão convexa sucessiva. Tecnologia de

longo alcance. NOMA por domínio de potência.



RESUMO EXPANDIDO

Introdução

A sociedade moderna exige mais dados e conexões mais rápidas rumo aos futuros

sistemas de comunicação 6G. Em 2023, 88% dos brasileiros com mais de dez anos

acessaram a Internet, totalizando quase 164,5 milhões de usuários(INSTITUTO BRA-

SILEIRO DE GEOGRAFIA E ESTATÍSTICA, 2024). Apesar da ampla conectividade nas

áreas urbanas, a infraestrutura limitada continua sendo um obstáculo significativo em

vários setores, como o agronegócio brasileiro, por exemplo(EMPRESA BRASILEIRA

DE PESQUISA AGROPECUÁRIA, 2020). Para melhorar ainda mais a produtividade e

a competitividade, as redes não terrestres (NTN, do inglês Non Terrestrial Networks)

surgem como uma solução viável, pois não exigem instalação de grande infraestru-

tura e podem fornecer conectividade global(CENTENARO et al., 2021). Além disso, o

grupo 3GPP (do inglês, 3rd Generation Partnership Project) já começou a trabalhar

em especificações para oferecer cobertura global de IoT ao incorporar NTN na versão

17(NOKIA, 2023). Nesse contexto, os satélites do tipo LEO desempenham um papel

fundamental nas NTNs e surgem com grande interesse, tanto da academia quanto da

indústria.

Os satélites LEO operam em altitudes entre 160 e 2000 km acima da Terra, resul-

tando em uma cobertura sobre a área alvo por apenas alguns minutos. Sistemas de

comunicação direta ao satélite apresentam desafios tais como longas distâncias, baixo

consumo de energia e o efeito Doppler (WU et al., 2019). A integração de tecnologias

de longo alcance, como NB-IoT (do inglês Narrowband Internet of Things), Sigfox e

LoRaWAN, tem ganhado atenção recentemente na indústria espacial, intensificando a

quantidade de lançamentos e missões espaciais. Devido a aspectos essenciais como

alta sensibilidade do receptor, baixas taxas de dados e tolerância ao efeito Doppler,

a tecnologia LoRaWAN pode viabilizar uma conectividade eficiente entre dispositivos

IoT e satélites. Em 1º de abril de 2019, a Lacuna Space lançou seu primeiro CubeSat,

demonstrando as capacidades de um satélite LEO equipado com um gateway espacial

para recepção de sinais LoRaWAN(SEMTECH CORPORATION, 2019). Outras em-

presas, como Sateliot e Swarm, estão ativamente desenvolvendo suas constelações

de satélites com tecnologias semelhantes, enquanto a Starlink expande seu potencial

com quase 7000 satélites já em órbita(SPACE.COM, 2025).

À medida que a cobertura de redes IoT se torne global com o uso de satélites LEO,

os sistemas DtS-IoT se expandem para suportar um grande número de dispositivos

conectados, levando à congestão da rede e problemas de qualidade de serviço (QoS,

do inglês Quality of Service). Devido às limitações de conectividade dos dispositivos,

os protocolos de controle de acesso ao meio (MAC, do inglês Medium Access Control)

tornam-se essenciais, e seu desenvolvimento deve priorizar confiabilidade e simplici-



dade. Embora os protocolos de acesso aleatório (RA, do inglês Random Access) sejam

valorizados por sua simplicidade, o aumento no número de dispositivos conectados

leva a congestionamento significativo da rede e colisões de mensagens, comprome-

tendo a confiabilidade e exigindo soluções alternativas. Compreender os desafios e

limitações das comunicações DtS-IoT é crucial para desenvolver estratégias de aloca-

ção eficiente de recursos nesse tipo de comunicação.

Pelo fato de que o sinal transmitido percorre longas distâncias, um dos principais de-

safios é o atraso na comunicação para aplicações críticas que exigem tempo real, tais

como saúde e segurança pública. Além disso, a largura de banda é um fator limitante,

pois sua restrição compromete a transmissão de grandes volumes de dados, podendo

gerar congestionamento na rede (LEDESMA et al., 2024). A cobertura também re-

presenta uma limitação. Embora a constelação de satélites possa fornecer cobertura

para grandes regiões, o movimento orbital e a descontinuidade podem prejudicar o

desempenho da rede. O problema da escalabilidade surge à medida que o número

de dispositivos IoT cresce, exigindo protocolos eficientes para o gerenciamento da

conectividade e dos dados transmitidos. Por fim, um fator crítico é o efeito Doppler,

que afeta diretamente as comunicações IoT via satélite. Esse fenômeno, causado pelo

deslocamento relativo entre o satélite e os dispositivos terrestres, pode gerar varia-

ções na frequência do sinal, tornando necessário o desenvolvimento de técnicas de

compensação e sincronização para minimizar seus impactos (NOKIA, 2023).

Objetivos

O objetivo desta tese é propor estratégias para a alocação eficiente de recursos em

redes IoT de comunicação direta com satélites. O foco principal do trabalho está con-

centrado nas melhorias de indicadores de desempenho, como rendimento, eficiência

energética e confiabilidade.

Metodologia

Inspirado no modelo de sistema proposto por (MUNARI et al., 2021), desenvolveu-

se uma nova estratégia para otimizar a alocação de carga de tráfego em redes do

tipo DtS-IoT. Desta forma, um grupo de dispositivos IoT transmite suas informações

para múltiplos satélites usando o protocolo slotted Aloha. O link de comunicação entre

os dispositivos em terra e o satélite é modelado por um canal com apagamento. Ao

contrário de (MUNARI et al., 2021), a avaliação foi conduzida considerando diferentes

probabilidades de apagamento em função da quantidade de satélites e também das

diferentes posições ocupadas ao longo da passada de cobertura. As métricas anali-

sadas incluem a relação entre throughput e carga do canal, bem como o impacto das



interseções entre os throughputs individuais de cada satélite. A remoção dessas multi-

plicidades é destacada como um fator essencial para a correta avaliação da eficiência

da rede. Os resultados obtidos são comparados com mecanismos tradicionais, tais

como a distribuição uniforme e não-uniforme da carga do canal.

Para de aumentar a eficiência na quantidade de uplinks realizados em redes de comu-

nicação DtS-IoT, este trabalho propõe novos algoritmos de agendamento de transmis-

sões, considerando novamente um cenário em que os dispositivos estão sob a cober-

tura de um satélite LEO, mas que agora utilizam modulação LoRa para transmitir seus

pacotes de informação. Os esquemas propostos foram comparados com estratégias

tradicionais, como o algoritmo de agendamento SALSA (AFHAMISIS; PALATTELLA,

2022). Além disso, os resultados apresentados incluem bibliotecas poderosas e de

acesso livre na linguagem Python, utilizando dados reais da localização de cada dis-

positivo e dos tempos de visibilidade do satélite.

Por fim, a tese também apresenta o estudo de técnicas avançadas de acesso múltiplo

no domínio da potência para redes DtS-IoT. Diferente da primeira estratégia de alo-

cação de carga de tráfego que adota um modelo de canal simplificado e, também da

segunda abordagem que visa apenas aumentar a quantidade de transmissões agen-

dadas, o sinal recebido no satélite agora considera efeitos de larga e pequena escala,

específicos para comunicação satelital de baixa órbita. Considerando que o satélite

LEO é equipado com um decodificador LoRaWAN, dois níveis de potência de sinal

recebido foram propostos para as especificações da tecnologia. O primeiro nível é

definido de modo que o sinal recebido seja livre de interferência para um dado ângulo

mínimo de visibilidade. Já para o segundo nível de recepção, considerou-se o efeito

de figura do decodificador com o qual é possível distinguir o sinal recebido mesmo na

presença da interferência (SEMTECH, 2015). Diante desse contexto, duas estratégias

de transmissão de mensagens são propostas com objetivo de aplicar NOMA e SIC

para aumentar a quantidade de informações exitosamente recebidas no satélite.

Resultados e Discussão

A partir das propostas apresentadas, espera-se que a estratégia de alocação ótima

da carga de tráfego forneça uma avaliação abrangente do desempenho do sistema

em função da quantidade de posições da constelação e do número de satélites. Ao

assumir que o canal de comunicação entre os dispositivos e o satélite é modelado

como um canal On-Off, onde, a probabilidade de apagamento varia de acordo com o

ângulo de elevação (quanto mais próximo da linha do horizonte, maior a probabilidade

de apagamento), será possível analisar a quantidade de carga que uma determinada

posição consegue suportar. Além disso, importantes diagnósticos podem ser realiza-

dos, como por exemplo saber se uma determinada posição é ineficiente durante a



passagem, ou mesmo saber se outras posições estão assumindo a maior parcela da

carga do canal.

Com relação ao cenário onde assume-se agendar as transmissões considerando a

instalação de um gateway LoRaWAN a bordo do satélite LEO, espera-se que o número

de uplink realizados seja maior do que estratégias tradicionais de agendamento, como

por exemplo, agendar os dispositivos por ordem de chegada. Pelo simples fato de que

cada dispositivo experimenta diferentes períodos de visibilidade durante a passagem

do satélite, os algoritmos propostos buscam ocupar a janela de visibilidade total de

uma forma mais eficiente, mantendo critérios como simplicidade e complexidade na

sua implementação.

Finalmente, a tese apresenta os resultados considerando o uso do domínio da potên-

cia no uplink e o processo de SIC. O estudo será conduzido utilizando um modelo de

canal realista, consolidado e aplicável a satélites de baixa órbita. Além disso, busca-se

comparar as estratégias propostas com métodos tradicionais de transmissão, como

Aloha, avaliando seu impacto no tratamento de colisões e na eficiência energética. A

utilização de NOMA em cenários DtS-IoT é uma ferramenta poderosa, alinhada com

as futuras implementações 6G, as quais preveem altas taxas de transmissão e uma

conectividade massiva para dispositivos na rede.

Considerações Finais

A demanda por cobertura global anunciada pelos futuros sistemas 6G, aliada ao grande

número de lançamentos e investimentos da indústria em satélites de baixa órbita, é

um verdadeiro motivador para investimentos em pesquisa no cenário de comunicações

satelitais, especialmente em DtS-IoT. Portanto, entende-se que o presente documento

de tese de doutorado fornece ferramentas relevantes para comprovação da importância

da implementação de redes IoT via satélite, mostrando sua aplicabilidade em cenários

realistas de monitoramento da fauna e flora, agricultura, cidades inteligentes, logística

e desastres ambientais.

Palavras-chave: NTN. LEO. Alocação de carga de tráfego. NOMA. SIC.



ABSTRACT

The future Sixth Generation (6G) networks are expected to provide ubiquitous inno-

vative services, but current terrestrial communication systems are still considerably

limited by infrastructure and coverage constraints. To provide global coverage, it has

been envisioned that satellite communication systems will be incorporated into 6G net-

works. In particular, Low Earth Orbit (LEO) satellites have reduced cost and low latency

compared to traditional satellite systems, being an economically and technologically

promising alternative for mobile communications and Internet of Things (IoT) applica-

tions. The strategies for efficient resource allocation in LEO satellite networks for 6G

and IoT applications presented in this thesis explore: (i) the allocation of the offered

traffic load to maximize the desired performance metric; (ii) the number of available

channels, the geographic location of IoT devices, and the trajectory of LEO satellites to

enhance the temporal efficiency of visibility windows; and (iii) Non-Orthogonal Multiple

Access (NOMA) techniques to improve goodput and energy efficiency. First, we con-

sider a Direct-to-Satellite (DtS) communication system where a cluster of IoT devices is

under the coverage of the LEO satellite constellation, while slotted Aloha is used as a

medium access control technique in the uplink. Since each relative position of the con-

stellation to the cluster of IoT devices leads to a different throughput for a given traffic

load, we propose a novel traffic load distribution strategy based on Successive Convex

Approximation to maximize the system throughput. This proposed method adequately

allocates the traffic load among the different constellation positions concerning the IoT

cluster, outperforms other recently proposed strategies based on heuristics for traffic

load allocation and still achieves a stable non-zero throughput even for large traffic

loads. Secondly, this thesis proposes new multiple-access scheduling strategies for

Direct-to-Satellite IoT (DtS-IoT) networks inspired by commercial applications such as

LacunaSat. Considering the gateway on board the LEO satellite and multiple channel

frequencies, these mechanisms take advantage of the availability of multiple frequency

channels and the ability to change the transmission scheduling order of some devices

within a visibility time window to improve uplink efficiency. The numerical results show

that the average number of uplinks per lap and per visible device increases with the num-

ber of available channels, providing an improvement of almost 80% in terms of system

uplink efficiency. Additionally, we explore that the fusion of scheduling strategies can

further boost the system performance while guaranteeing an uplink efficiency greater

than 50%, as elucidated across the implementation algorithms with four, six, and eight

multiple channels. Finally, this document introduces two novel DtS-IoT schemes using

power domain NOMA in the uplink with either fixed or controlled transmit power. The

proposed system model considers that the IoT devices use Long Range technology to

transmit data packets to the satellite in orbit, equipped with a Successive Interference

Cancellation-enabled gateway. We also assume the IoT devices are empowered with



a satellite orbit predictor. Using real geographic location and trajectory data, we eval-

uate the performance of the average number of successfully decoded transmissions,

goodput, and energy efficiency as a function of the number of network devices. Numer-

ical results show the trade-off between perform metrics for both proposed schemes.

Comparing fixed and controlled schemes with regular Aloha for 100 (600) devices, we

find goodput improvements of 65% (29%) and 52% (101%), respectively. Notably, the

controlled approach effectively leverages transmission opportunities as the network

size increases, outperforming the other strategies.

Keywords: IoT. LEO Satellites. Successive Convex Approximation. Long Range tech-

nology. Power domain NOMA.
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1 INTRODUCTION

This chapter introduces some background on satellite-based IoT networks. Ad-

ditionally, we introduce the research works reported in this thesis and the contributions

of this work.

1.1 BACKGROUND

Contemporary life dynamics impose an extraordinary challenge to upcoming

wireless communication systems. From the inception of the First Generation (1G) to

the current era of the Fifth Generation (5G) wireless systems, researchers and industry

have played important roles in providing global interconnection and raising their levels

of performance and Quality of Service (QoS). However, a groundbreaking milestone

was recently reached as the number of connected devices surpassed that of connected

humans (RAQUEL KATIGBAK, IBM DISTINGUISHED INDUSTRY LEADER, 2023).

This notable advancement opens up a new opportunity for the so-called Economy

of Things (EoT), providing a diversity of applications with nearly 30 billion connected

Internet of Things (IoT) devices (CISCO VISUAL, 2020).

The future 6G systems aim to overcome the limitations of 5G systems, such

as device lifetime, implementation costs, communication reliability, and hardware com-

plexity (MAHMOOD, M. R. et al., 2022). Nevertheless, such massive traffic volume in

6G could create other issues related to medium access, mobility management, traf-

fic offloading, and interference in high-density areas (SOUTO et al., 2023). Moreover,

guaranteeing global connectivity for Machine Type Communications (MTC) applications

requires non-terrestrial solutions (KUA et al., 2021), which are typically expensive.

The continuous evolution of wireless technologies is leading to an exponential in-

crease in the number of connected IoT devices and the need for extreme worldwide cov-

erage (NASSAR; YILMAZ, 2019). Unfortunately, the current deployment of 5G networks

is not able to meet the requirements of global massive connectivity (VISWANATHAN;

MOGENSEN, 2020) and there is no guarantee that this will be possible with the full

5G deployment. This calls for new architectures and emerging technologies for future

wireless communications systems (DOGRA et al., 2021; AKYILDIZ et al., 2020), in

which the Internet of Space Things enabled by CubeSats is one of the anticipated

breakthroughs to achieve the broad connectivity goals of the 6G era (AKYILDIZ et al.,

2020). In fact, the main candidate technology to help truly achieve universal connectivity

is satellite communications (KAWAMOTO et al., 2013; SAEED et al., 2020; FANG; AL.,

2021; CHEN et al., 2020; CIONI et al., 2018; MORÓN-LÓPEZ et al., 2020), which can

leverage several applications to their full potential, such as environmental monitoring,

disaster prevention, smart agriculture, and industrial digitalization.

One of the reasons why satellite networks have attracted great attention from
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the industry and academia is the remarkable advance in, manufacturing of satellites

and rocket launching technology (CHEN et al., 2020). Nowadays, satellite networks can

be composed of three types of satellites: Low Earth Orbit (LEO), Medium Earth Orbit

(MEO), and Geosynchronous Earth Orbit (GEO). Among them, the most attractive in the

context of IoT are the LEO satellites, which present lower costs compared to MEO and

GEO satellites, modular implementation, and lower latency in the communication be-

tween the satellite and the IoT devices (QU et al., 2017). Moreover, LEO satellites also

present smaller propagation loss in the communication links and potential global cover-

age through satellite constellations. These satellite networks bring unprecedented high-

speed mobility, broadband capacity, and even ultra-density coverage, becoming a rele-

vant component of 5G and beyond (JIANG et al., 2022). More than a thousand different

CubeSat missions have been launched over the past 20 years, consequently increasing

the number of satellite constellations in orbit (SAEED et al., 2020). For global coverage,

LEO satellite constellations like Telesat (188-LEOs)(TELESAT, 2022), OneWeb (648-

LEOs)(LORA ALLIANCE, 2023a), and Starlink (3000-LEOs)(STARLINK, 2023), might

be key to providing systems with terabits-per-second capacity (AL-HRAISHAWI et al.,

2023). On the other hand, small constellations are also relevant, as sparse constella-

tions like Swarm (SWARM SPACE, 2023) and Lacuna Space (LACUNA SPACE, 2023),

which can provide low cost IoT services with few LEO satellites for specific regions,

considering three or two-hour gaps (CAPEZ et al., 2022).

The massive Machine Type Communication (mMTC) is critical for the connectivity

demands of smart cities, factories, and logistics, facilitating global connectivity (CHOI

et al., 2022). Still, remote applications, like climate and maritime logistics, struggle with

limited communication infrastructure, a gap filled by adopting Non-Terrestrial Network

(NTN) solutions and long-range IoT technologies (ASAD ULLAH et al., 2024; KODHELI

et al., 2021). The 3rd Generation Partnership Project (3GPP) aims at the upcoming

6G system in Release 20, focusing on the seamless integration of terrestrial and NTN

solutions using advanced technologies to enable new applications like teleoperation,

digital twins, and autonomous vehicles (HAROUNABADI; HEYN, 2023). Moreover, DtS-

IoT leads in NTN innovations using gateways on satellites, reducing infrastructure costs

but facing challenges like high channel instability and multi-path losses over the orbital

trajectory (FRAIRE, J. A. et al., 2022). While GEO satellites move with the Earth’s

orbit and provide fixed connectivity over an area, LEO satellites move at around 7

km/s, serving different regions according to their movement. Although having more

complicated dynamics, LEO satellites are much less expensive than geostationary

satellites and are growing fast in number.

Although the integration of terrestrial and NTN solutions has been explored for

almost a decade (KAWAMOTO et al., 2013), several problems remain, as the spectrum

management and energy usage of satellite networks may be even more challenging
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than those of terrestrial networks (FOURATI; ALOUINI, 2021). In this thesis, the overall

purpose is to design system model architectures and software-based solutions that

improve the performance of DtS-IoT networks.

1.2 PROBLEM STATEMENT

In the design of a satellite IoT network, several factors are of paramount im-

portance, directly influencing the system performance, such as constellation design,

number of satellites, number of orbital planes, elevation angle, orbital plane spacing,

and orbital eccentricity (SAEED et al., 2020). Added to these factors is the wireless ac-

cess technique used by IoT devices. Different methods have been proposed to establish

a connection between a device and a satellite, with their advantages and disadvantages.

We start with indirect communication, in which data is transmitted to the satellite via a

terrestrial gateway. Therefore, the biggest advantage is the possibility of using current

terrestrial LPWAN technologies at the end nodes. The IoT devices connect to the ter-

restrial gateway, in which protocols like Long Range Wide Area Network (LoRaWAN)

and SigFox can be used to connect to end nodes (RAZA et al., 2017). A disadvantage

of this architecture is the limited terrestrial coverage (FRAIRE, J. et al., 2020). Another

negative factor is the difficulty of installing a gateway in remote regions or in cases

where monitoring is carried out for a short period, which makes the cost of the service

higher.

Arguably, the most attractive method for ease of deployment is DtS-IoT (FRAIRE,

J. A. et al., 2019). Figure 1 illustrates that Dts-IoT users can communicate directly with

the satellite, most probably an LEO satellite, without the need for a terrestrial gateway.

However, some of the challenges of this approach are the long link distance and the

short communication windows. LEO satellites are concentrated at altitudes around 340

and 650 km (AKYILDIZ; KAK, 2019) and provide time windows for communication

according to their passing orbit. Some manufacturers in wireless communications (AL-

LIANCE, n.d.; SIGFOX, n.d.) have been working on cutting-edge technologies that are

getting closer and closer to meeting the challenge of DtS-IoT. Indeed, many private sec-

tor players are investing massively in the launching of small satellites to provide DtS-IoT

service, such as Lacuna Space (LACUNA SPACE, 2023) and Swarm Space (SWARM

SPACE, 2023). In (FRAIRE, J. et al., 2020), interesting advances in the interconnec-

tion of technologies are presented to provide adequate DtS-IoT communication design

using a satellite constellation and LPWAN technology such as LoRaWAN.

Due to the numerous yet-to-discover applications towards 6G, NTNs must be

enhanced to provide high QoS, in addition to global connectivity (AZARI et al., 2022). In

this regard, Medium Access Control (MAC) is a relevant research direction in DtS-IoT

systems (FERRER et al., 2019). Independent of the architecture, if direct, indirect, or

a combination of both, MAC techniques implemented in commercial satellite networks
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Figure 1 – Illustration of the overall perspective for a Direct-to-Satellite IoT network.
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were not designed to provide scalable solutions for the growing number of devices envi-

sioned for IoT. Traditional solutions such as Code Division Multiple Access (CDMA) and

Time Division Multiple Access (TDMA), when placed in the context of LEO satellites

and large device density, may lose performance due to the need for strict synchro-

nization. Requirements such as simplicity, storage, and energy consumption should

be incorporated into the designs of MAC protocols for satellite IoT networks (FERRER

et al., 2019). With a focus on DtS-IoT networks, a taxonomy of MAC protocols is pre-

sented in (FERRER et al., 2019), including four groups: i) Aloha-based; ii) Reservation

and adaptive protocols; iii) Interference cancellation-based; and iv) Hybrid protocols.

A detailed analysis of the trade-offs involving complexity and scalability is provided.

The authors finish their review with a conclusion that a better balance among differ-

ent metrics should drive the design of novel MAC protocols for DtS-IoT networks. In

particular, MAC protocol choice for satellite IoT networks should carefully consider the

implementation complexity and energy consumption.

Therefore, Random Access (RA) protocols based on Aloha (ABRAMSON, 1970)

are good candidates for the MAC layer in LEO satellite IoT networks, both in terms of

simplicity of implementation and delay (FERRER et al., 2019). Indeed, they have been

used for satellite communications for a long time and are even used in modern terrestrial

networks, such as LoRaWAN and SigFox, and becoming also an attractive alternative

for some future 6G use cases (MAHMOOD, N. H. et al., 2020). However, for a large num-

ber of transmitters, the system performance can be severely affected by collisions. One
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solution for this issue is the introduction of diversity in Aloha. Modern RA schemes (BE-

RIOLI et al., 2016) based on Aloha often apply Successive Interference Cancellation

(SIC), allowing devices to transmit multiple copies of their messages (CLAZZER et

al., 2019; STEFANOVIC; POPOVSKI, 2013; CASINI et al., 2007; LIVA, 2011; ZHAO

et al., 2020). For instance, in Contention Resolution Diversity Slotted Aloha (CRDSA)

devices transmit a fixed number of replicas of their messages while SIC is applied at

the receiver for removing all copies once one of the messages is successfully decoded,

considerably improving performance (CASINI et al., 2007). In Irregular Repetition Slot-

ted Aloha (IRSA) devices may transmit different numbers of replicas, improving even

more the network throughput (LIVA, 2011). An application of IRSA in the context of

satellite communications, where the number of replications per user is optimized, is

exploited in (ZHAO et al., 2020). However, methods like CRDSA and IRSA produce

time diversity using replication, which may lead to a considerable increase in complexity

and power consumption at the transmitters, while also demanding substantially in terms

of memory and computational complexity at the receiver for the SIC operations.

Against the above background, this thesis focuses on specific problems related

to traffic load allocation and multiple access strategies for DtS-IoT networks.

1.2.1 Direct-to-Satellite IoT with Multiple Satellites Coverage

Considering the context of LEO satellites with limited computational resources,

RA protocols like CRDSA and IRSA may still be prohibitive. Another alternative is the

spatial diversity at the receiver (ZORZI, 1997; LAMAIRE; ZORZI, 1996). Nowadays,

even the use of massive Multiple-Input Multiple-Output (MIMO) antenna systems at the

receiver has been considered in the context of machine-type communications using

Aloha (FENGLER et al., 2019; LI, P. et al., 2020). Although promising, a small LEO satel-

lite with several receive antennas may still not be a practical option. Spatial diversity can

also be exploited with Aloha by having multiple single antenna receivers (MUNARI et al.,

2015; JAKOVETIĆ et al., 2015). This idea fits well in a scenario where several satel-

lites cover a given region, which should be more and more common with the predicted

launch of hundreds of satellites in the next few years (KOZIOL, 2021). For instance,

the link between devices and the multiple relays (e.g. LEO satellites) in coverage has

been modeled considering On-Off fading ( i.e. erasure probabilities at the satellites)

in (KASSAB et al., 2020; MUNARI et al., 2021), where different analysis and optimiza-

tions were carried out. For instance, in (KASSAB et al., 2020) critical and non-critical

devices coexist in a slotted Aloha-based communication system with multiple satellites.

Moreover, in (MUNARI et al., 2021), a two-phase communication system is

proposed and analyzed. In the first phase, a group of clustered devices transmits

their packets to multiple relays (satellites), using a simple slotted Aloha protocol. Then,

in the second phase, the relays forward the decoded information to a common sink.
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The channel is modeled considering On-Off fading, while expressions are provided for

calculating the first phase throughput, in addition to the packet loss rate for many relays,

considering equal erasure probabilities at all relays. Such setup is representative of

some modern IoT LEO satellite networks with LoRaWAN technology, such as those of

Lacuna Space (LACUNA SPACE, 2023) and Swarm Space (SWARM SPACE, 2023).

However, in the case of a LEO satellite constellation, it is very likely that the erasure

probabilities are not all the same, since some of the satellites may be at different

elevation angles from the point of view of the devices.

Following (MUNARI et al., 2021), the average number of packets transmitted per

slot is defined as G, and the number of users accessing the channel at the same time-

slot is modeled as a Poisson random variable U. A packet is only successfully received

at the k-th satellite if it has not been erased by the channel fading realization and if

there is no collision of other non-erased packets transmitted by other users at the same

time-slot. Thus, the throughput is defined as the number of data packets successfully

received per time slot, at the k -th satellite. Additionally, the system throughput (T ) is the

number of packets successfully received by at least one of the satellites per time slot.

Therefore, multiplicities must be discarded, so that the system throughput is not only

the sum of the throughput experienced by each satellite. For that sake, the inclusion-

exclusion principle (ROSEN, 2002) can be utilized to determine the cardinality of the

union of the sets of packets successfully received by each satellite, thereby discounting

the intersections.

Now, let us consider an initial case where a cluster of IoT devices is covered by

LEO satellites. Figure 2 shows the throughput versus the channel load, for the cases

of a single satellite with different erasure probabilities ε = 0.01 or ε = 0.9, and the

cases of K = 2 satellites with erasure probabilities ε1 = 0.01 and ε2 = 0.9. Moreover,

in the Figure 2 we also show the sums of the individual throughputs seen by each of

the K = 2 satellites, as well as the intersections of their throughputs. Recall that the

actual throughputs are the differences between the sums of the individual throughputs

and their intersections. Now, key aspects are listed below on the impact of erasure

probabilities on throughput:

• First, considering the case of a single satellite, we can see from Figure 2 that a

low erasure probability leads to a larger throughput at low channel loads, and a

higher erasure probability is favorable at high channel loads. That is because a

high erasure probability limits the collisions, which is desirable at high loads.

• However, a high erasure probability also leads to an inefficient utilization of the

resources of the IoT devices. Interestingly, for K = 2 satellites, one with a low and

another with a high erasure probability, imply large benefits, especially at low to

moderate channel loads.

• The curves representing the sums and the intersections of the individual through-
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Figure 2 – Throughput T versus channel load G, for K = 1 with erasure probabilities
ε ∈ {0.01, 0.9} and K = 2 with erasure probabilities ε1 = 0.01 and ε1 = 0.9
(analytical and simulation results). The curves in midnight blue and yellow
represents the sum and intersection of the individual throughput seen at
each satellite.
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puts of the two satellites highlight the importance of removing multiplicities, as the

intersection is non-negligible.

In this sense, considering the trade-offs between erasure probabilities and traffic

behavior highlighted in Figure 2, if the traffic load is adequately allocated according to

the erasure probability of that satellite lap, it would achieve higher throughput perfor-

mance for a constellation topology. Following the above idea, the work presented in

Chapter 2 introduces a novel strategy for traffic load allocation in DtS-IoT networks.

1.2.2 Efficient Uplink Transmission Scheduling Schemes in DtS-IoT Networks

To improve the efficiency of NTNs, MAC protocols should consider the imple-

mentation complexity and the satellite trajectory. Among the topics related to MAC and

orbital dynamics, is the transmission scheduling of the devices. In (AFHAMISIS; PALAT-

TELLA, 2022), the IoT devices transmit their data packets using Long Range (LoRa)

technology (SEMTECH, 2022) in allocated time slots to a gateway installed onboard the

satellite. The transmission time slots are assigned to each IoT device using the Schedul-

ing Algorithm for LoRa to LEO Satellites (SALSA). When the First-Come-First-Serve

(FCFS) policy is used in scenarios with a low density of ground nodes, the transmission
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Figure 3 – The perceived elevation angle, with respect to the satellite, for 40 devices
randomly deployed over the territory of France for an actual satellite lap
(LacunaSat-3).
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of each device mostly coincides with the first instant in which the satellite is visible to

that device. However, as the number of devices increases, the scheduled transmissions

decrease significantly due to multiple devices appearing within the satellite footprint

almost simultaneously.

This is illustrated in Figure 3, for a real study case of the LacunaSat-3 (NANOSATS

DATABASE, 2020) satellite orbiting over the region of France, with a total visibility win-

dow of around 800 seconds. The curves show the elevation angle versus time for each

device. Even for 40 devices, it is notable that a good part of them have similar rise/set

times leading to possible collided messages at the satellite. Despite the good perfor-

mance delivered of SALSA (AFHAMISIS; PALATTELLA, 2022), the scheduling strategy

that serves only the first visible IoT devices can lead to excessive network congestion or,

even more importantly, to limited use of satellite coverage. To address these concerns,

the work presented in Chapter 3 investigates and proposes new scheduling strategies

that take advantage of multiple frequency channels and the ability to change the trans-

mission scheduling order of some devices within a visibility time window to improve the

network performance.
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1.2.3 Advanced Power Domain Multiple-Access Techniques for DtS-IoT Net-

works

Although device scheduling is very effective in avoiding collisions, upcoming

ground-to-space systems need to be highly adaptive, requiring great flexibility in re-

source allocation (WANG, A. et al., 2022). The amount of information and signaling

demanded by scheduling techniques may be prohibitive in some DtS-IoT applications,

so RA protocols become an alternative. However, despite their simplicity, RA protocols,

like those employed by LoRaWAN, tend to suffer from low scalability and high collisions

in dense deployments (GEORGIOU; RAZA, 2017). In NTN, the scenario worsens due

to dynamic factors and temporal visibility constraints imposed throughout the satellite

coverage lap.

NOMA approaches are candidate solutions to alleviate the number of unresolved

collisions at the receiver and boost system efficiency (YAN et al., 2019). Furthermore,

many research efforts investigate the application of power domain NOMA in DtS-IoT

scenarios, but they predominantly focus on the downlink (GAO et al., 2020; M. EL-

HALAWANY et al., 2022). Other studies improve the uplink performance using ma-

chine learning (TUBIANA et al., 2022) or cooperative non-orthogonal multiple access

(C-NOMA) (GE et al., 2022) techniques. Regardless of the progress, the above ap-

proaches may be impractical due to the need for excessive gateway capabilities or

extra information associated with device synchronization. Given the strong trend of

serving a massive number of IoT devices, there is an opportunity to propose new solu-

tions that enhance network performance in NTNs, particularly in reliability and energy

efficiency.

Following recent research (ORTIGUEIRA et al., 2024), it can be assumed that

IoT devices are empowered with a satellite orbit predictor. Then, one RA option is to let

devices transmit in some positions spread within their visibility windows, so that due to

their different geographical location it would be unlikely to have a collision. For instance,

referring to Figure 3, note that if the devices, transmissions are adequately positioned at

some predefined points within their visibility window, the collision probability is reduced.

Moreover, knowing its relative position within the visibility windows, the device can use

an appropriate power, such that NOMA and SIC become feasible at the satellite. Such

options are explored in the work described in Chapter 4.

1.3 SCOPE AND ORGANIZATION OF THIS THESIS

This thesis focuses on efficient resource allocation strategies for LEO-based

satellite IoT networks. Each chapter is derived from recently published or submitted

works from this author that consider relevant improvements for performance indicators

such as throughput, energy efficiency, and reliability. Moreover, in order to keep con-
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sistency with the terminology used in the studies, an independent list of symbols is

presented at the beginning of each chapter.

First, inspired by the authors of (MUNARI et al., 2021), in Chapter 2 we propose a

DtS-IoT slotted Aloha system architecture that considers multiple satellite coverage and

unequal erasure probabilities. This thesis investigates and proposes novel strategies

for traffic load allocation to maximize the overall system throughput.

Then, in Chapter 3 we investigate further the SALSA scheduling algorithm for

LoRa to LEO satellites introduced in (AFHAMISIS; PALATTELLA, 2022) and propose

novel scheduling strategies for direct-to-satellite communication systems, considering

new factors such as multiple channels, satellite visibility, and fairness.

In Chapter 4, considering the heterogeneity of device locations, we use the

power domain NOMA to propose a new uplink RA method that considers dynamic

non-geostationary parameters, such as the elevation angle and channel conditions.

Finally, Chapter 5 concludes the thesis and outlines future opportunities for

advancing this work.

1.4 CONTRIBUTIONS

The main contributions of this thesis are summarized as follows:

1. A new strategy for traffic load allocation to maximize the throughput in DtS-IoT

networks, including a traffic Load Allocation algorithm based on the Successive

Convex Approximation (SCA) technique , as presented in Chapter 2;

2. Two new scheduling algorithms for LoRa-to-LEO networks with multiple channels,

based on the SALSA algorithm, employing the permutation of scheduled times

and channel alternation to improve uplink efficiency, as presented in Chapter 3;

3. Two novel DtS-IoT schemes using power domain NOMA in the uplink with either

fixed or controlled transmit power to improve performance compared with regular

Aloha, as presented in Chapter 4

1.4.1 Publications

The following works were published during the development of this thesis.

1. Tondo, F.A.; Montejo-Sánchez, S.; Pellenz, M.E.; Céspedes, S.; Souza, R.D.

"Direct-to-Satellite IoT Slotted Aloha Systems with Multiple Satellites and Un-

equal Erasure Probabilities". Sensors 2021, 21, 7099. https://doi.org/10.3390/

s21217099.

2. F. A. Tondo, V. D. P. Souto, O. L. Alcaraz López, S. Montejo-Sánchez, S. Cés-

pedes and R. D. Souza, "Optimal Traffic Load Allocation for Aloha-Based IoT



Chapter 1. Introduction 33

LEO Constellations," in IEEE Sensors Journal, vol. 23, no. 3, pp. 3270-3282, 1

Feb.1, 2023, doi: 10.1109/JSEN.2022.3230796.

3. F. A. Tondo, M. Afhamisis, S. Montejo-Sánchez, O. L. A. López, M. R. Palat-

tella and R. D. Souza, "Multiple Channel LoRa-to-LEO Scheduling for Direct-to-

Satellite IoT," in IEEE Access, vol. 12, pp. 30627-30637, 2024, doi: 10.1109/AC-

CESS.2024.3368872.

Moreover, the following work is currently under review:

1. Tondo, F.A.;J. M. de Souza Sant’Ana; Montejo-Sánchez, S.; O. L. Alcaraz López;

Céspedes, S.; Souza, R.D. "Non-Orthogonal Multiple-Access Strategies for Direct-

to-Satellite IoT Networks". Available from: https://arxiv.org/abs/2409.02748.

Finally, although not included in this thesis, the work in Chapter 2 was used as

a basis for the development of information offloading techniques for DtS-IoT satellites,

yielding the following publication:

1. Adanvo, V.F.; Mafra, S.; Montejo-Sánchez, S.;Tondo, F.A; Souza, R.D., "Improving

Efficiency and Reliability in Information Offloading for LEO Satellite Networks by

Inter-Satellite Communication Techniques", in IEEE Transactions on Aerospace

and Electronic Systems, vol. 12, pp. 30627-30637, 2024, doi: 10.1109/TAES.2024.-

3455312.
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2 OPTIMAL TRAFFIC LOAD ALLOCATION FOR ALOHA-BASED IOT LEO CON-

STELLATIONS

Since a single LEO satellite is insufficient for ubiquitous IoT services, and consid-

ering the trend towards employing satellite constellations in future networks (KASSAB

et al., 2022), this chapter presents a novel strategy for optimizing traffic load allocation

in DtS-IoT networks. Different from (MUNARI et al., 2021) and its extension in (TONDO

et al., 2021), this chapter considers traffic allocation for enhanced throughput.

This chapter is organized as follows. Section 2.1 presents the related work.

Section 2.2 describes the system model. Section 2.3 formulates the system throughput

and presents the optimization problem in its original non-convex form. Section 2.4

adapts the SCA-based method to allocate the traffic load and transform the optimization

problem into standard convex form. Section 2.5 discusses the numerical results, while

Section 2.6 concludes the chapter. Moreover, Table 1 lists the symbols used in this

chapter. Finally, the content of this chapter was published in (TONDO et al., 2023).

2.1 RELATED WORK

LEO satellite networks are known to have complicated spatial resource manage-

ment, primarily due to the user association (JIANG et al., 2022), power constraints of

the on-board battery (IVANOV et al., 2020) and traffic control (ZHANG, Z. et al., 2018).

In (JIANG et al., 2022), a specific multi-objective user association problem was formu-

lated for the overall service efficiency. In (IVANOV et al., 2020), the authors propose a

spatial resource allocation intended to minimize handovers and to simplify the calcu-

lation of the time a user spends in each satellite beam spot. Moreover, in (ZHANG, Z.

et al., 2018) the authors employ a technique called time-varying graphs to express tem-

poral concepts and definitions of space satellite networks. Then, a temporal centrality-

balanced traffic management scheme is further developed to enhance the network

performance.

Note that IoT communication solutions based on satellite constellations must

deal with situations where some satellites are under heavy traffic, while others are un-

derutilized. These drawbacks are related to the constellation topology, the deployment

of IoT devices on the ground, but fundamentally to the traffic load distribution. Therefore,

it is necessary to consider different traffic load balancing strategies to reduce packet

losses and to increase the system throughput. Indeed, several works introduced load

balancing strategies in the last few years, as for instance (NANBA et al., 2004; LIU

et al., 2021; LI, Z. et al., 2021; AL-HRAISHAWI et al., 2021; DI et al., 2019; LENG et al.,

2021; KODHELI et al., 2021).

In (NANBA et al., 2004), a traffic distribution method based on linear program-

ming that maximizes the accommodated traffic in a multiple satellite system under
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Table 1 – List of Symbols - Chapter 2.

Variable Description

Gm Channel load at the mth position in packets per unit of time
m Constellation position
∅ Empty set
εm,k Erasure probability at the mth position and k th satellite
Qm Load factor offered by the IoT devices in the mth position
M Number of constellation positions in each lap
K Number of satellites in the constellation
u Number of users transmitting in the same time-slot
αm,k Number of data packets received by each LEO satellite
k k -th Satellite in orbit
δm,J Number of data packets received by multiple satellites per m constellation

position
U Poisson random variable
P Probability that u users transmit in the same time-slot
ω Real number usually smaller than four
qm,k Success probability at the mth position and k th satellite
s Spacing between consecutive satellites
J Set containing the possible combinations of satellites within the constella-

tion per position
ξ Solution tolerance or accuracy
A System throughput contribution per individual satellite
Tm System throughput for the mth position
B System throughput portion of the multiplicities
Tm,k Throughput at the k th satellite in the mth position
GT Total channel load in packets per unit of time
βm,J Total number of data packets per m constellation position
TT Total system throughput
εm Vector of erasure probabilities at the mth position
Q Vector that contains the load factors of all positions

Source: The Author.

satellite power constraints is proposed. In addition, the method considers the visibility

probability in order to distribute the traffic to each satellite. In (LIU et al., 2021), the

authors propose a load-balanced satellite handover strategy where a joint handover fre-

quency and workload optimization problem is proposed in order to improve the system

capacity. In addition, an adaptive power allocation algorithm is designed for a multiple

satellite connection model. In (LI, Z. et al., 2021), the authors study an asymmetric

resource allocation method in a satellite–terrestrial network and propose a model to

achieve optimal resource allocation among different satellites. In (AL-HRAISHAWI et

al., 2021), a novel load balancing scheduling algorithm is proposed to distribute data

packets across the aggregated carriers based on channel capacities and to utilize the

spectrum efficiently.
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Moreover, a dense LEO based integrated terrestrial-satellite network is con-

sidered in (DI et al., 2019), while a scheduling strategy subject to backhaul capacity

constraints to jointly maximize the sum rate and the number of served users is pro-

posed. In addition, in (LENG et al., 2021), the authors study collaborative computing

and resource allocation among multiple LEO satellites considering deep reinforcement

learning and a max-min fairness optimization strategy to maximize the tasks completion

rate. In (KODHELI et al., 2021), a LEO satellite based Narrowband Internet of Things

(NB-IoT) system is investigated and a novel scheduling strategy to select the set of

transmitting users is proposed to maximize a sum profit. The authors formulate different

user profits based mainly on the visibility times of the LEO satellites.

However, the above works assume MAC based on TDMA (NANBA et al., 2004;

LI, Z. et al., 2021; AL-HRAISHAWI et al., 2021; LIU et al., 2021) or CDMA (DI et al.,

2019; KODHELI et al., 2021; LENG et al., 2021), which require tight synchronization

and/or power control, and therefore demand a considerable amount of signalling that

may be not practical for some IoT satellite networks (FERRER et al., 2019). In a different

direction, a two-phase communication system is proposed in (MUNARI et al., 2021). In

the first phase, multiple users transmit data packets to a set of uncoordinated satellites

following a simple slotted Aloha policy. Then, in the second phase, the satellites forward

the decoded information to a common sink. In (FORMAGGIO et al., 2020), differently

from (MUNARI et al., 2021) where receivers could benefit from orthogonal channel

access when transmitting to the sink, the authors focus on a case in which relays are

also sharing a slotted Aloha channel when forwarding information. While in (KASSAB

et al., 2022), the authors study the grant-free access for critical and noncritical services

in space diversity-based models for both satellite and terrestrial applications.

Such setups are representative of some modern IoT LEO satellite networks with

LoRaWAN technology, as those of Lacuna Space (LACUNA SPACE, 2023) and Swarm

Space (SWARM SPACE, 2023). Moreover, the authors in (MUNARI et al., 2021) pro-

vide exact expressions for the system throughput at the first phase considering equal

erasure probabilities at all satellites. However, considering equal erasure probabilities

for all satellites in a LEO constellation may be unrealistic. Consequently, the model

proposed in (MUNARI et al., 2021) is extended in (TONDO et al., 2021) considering

different erasure probabilities at each of the visible satellites within the constellation.

Moreover, an Intelligent traffic load distribution (ITLD) strategy is proposed therein to

improve the overall system throughput by allocating different amounts of traffic load at

different positions of the LEO constellation with respect to the IoT cluster. ITLD has

been recognized in (AL-HRAISHAWI et al., 2023) as one of the recent and relevant

random access techniques in the DtS-IoT context. Among all the highlighted schemes,

ITLD is the only one that achieves such benefits in throughput and packet loss rate

only through an allocation strategy. On the other hand, a framework of non-orthogonal
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Table 2 – Review of the state-of-art on traffic allocation for LEO satellites based net-
works.

Ref.
(First Author, Year)

Allocation Strategy
LEO

Constellation
Efficiency-Aware

(Throughput)
Elevation

Angle
Suitability

for DtS-IoT
(NANBA,2004) Linear programming ✓ : ✓ :

(LIU,2021) FBS. ✓ : ✓ :

(DI,2019) Lagrangian multipliers ✓ : ✓ :

(LI,2021) Predator˘prey model ✓ : : :

(HRAISHAWI,2021) Carrier aggregation : ✓ : :

(WEN,2021) DRL ✓ ✓ ✓ :

(KODHELI,2021) Linear programming : ✓ ✓ ✓

(MUNARI,2021) Closed-form ✓ ✓ : ✓

(TONDO,2021) ITLD ✓ ✓ ✓ ✓

Source: The Author.

slotted Aloha protocol is proposed and analyzed in (WANG, Q. et al., 2018). In (CAS-

SARÁ et al., 2020), interference cancellation is used to propose an analysis framework

of diversity framed slotted Aloha. Moreover, in (ZHEN et al., 2020) a preamble and

detection scheme is designed for high-dynamic LEO scenarios. Nevertheless, although

ITLD (TONDO et al., 2021) exploits the potential of the different positions of the satellite

constellation, using a very low complexity algorithm, it does not guarantee the optimum

traffic load allocation and, consequently, the maximum system throughput may not be

achieved.

Therefore, according to data traffic forecast reports in (CISCO VISUAL, 2020),

more than 29 billion IoT devices will be connected to the Internet by 2023, while the

number of Machine-to-Machine (M2M) connections will be 14.7 billion. In this sense,

satellites can be used to offload part of the large traffic served by terrestrial networks.

In (BACCO et al., 2018), the authors consider IoT/M2M data exchanges via satellite and

random access techniques in order to accommodate a large set of devices. Based on

energy availability, interest, and physical ties, although the work in (TSIROPOULOU et

al., 2017) did not directly investigate the traffic load allocation strategies, they proposed

a clustering approach that determines each device’s optimal transmit power to meet

the required quality of service, while the constraints are formulated via a holistic utility

function.

Aiming to identify suitable benchmark schemes, Table 2 lists the state-of-the-art

works on traffic load allocation for LEO satellites based networks. We can conclude that

only the solutions in (KODHELI et al., 2022; MUNARI et al., 2021; TONDO et al., 2021)

are suitable for the DtS-IoT scenario. However, in (KODHELI et al., 2022) the authors

do not consider LEO constellations, while in (MUNARI et al., 2021) the authors focus on

a single position with the same erasure probability for all satellites, what over simplifies

the problem and prevents the generalization of the solution for the case of multiple

positions and different erasure probabilities per satellite. Therefore, the methods that

can be directly compared to the proposed approach are those in (TONDO et al., 2021).
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2.1.1 Novelty and Contributions

Different from (NANBA et al., 2004; LIU et al., 2021; DI et al., 2019; LI, Z. et al.,

2021; AL-HRAISHAWI et al., 2021; LENG et al., 2021; KODHELI et al., 2021), in this

chapter we consider an Aloha-based network, which is in line with some practical LEO

satellite networks for IoT. Using the model in (TONDO et al., 2021), where the satellites

are considered to have different erasure probabilities, in this work we focus on the

design of a traffic load strategy that maximizes the throughput of a direct-to-satellite1

IoT system; guaranteeing ultra-scalability and efficient performance, without very high

complexity processing that increases energy consumption in the satellite, as in (WANG,

Q. et al., 2018; CASSARÁ et al., 2020; ZHEN et al., 2020). Finally, we innovate by

introducing a novel algorithm based on the SCA technique (SCUTARI et al., 2014) that

is able to maximize the traffic load allocation considering the different constellation

positions2. By properly allocating the traffic load, the proposed method maximizes the

system throughput, and considerably outperforms the heuristics introduced in (TONDO

et al., 2021). Summarizing, the main contributions of this chapter are:

1. We propose an SCA-based optimization strategy that allocates the traffic load at

each constellation position, maximizing the system throughput per lap.

2. We determine the optimal traffic load for each constellation topology and the best

topology for each traffic load.

3. We demonstrate that the proposed strategy outperforms other load allocation

methods proposed in the literature. We also demonstrate that, while other strate-

gies fall to zero throughput under high traffic-load scenarios, our strategy always

achieves a non-zero throughput by offloading the excess traffic to some constel-

lation positions.

2.2 SYSTEM MODEL

We consider the uplink of an IoT network where a large number of devices

directly transmit their data packets to a constellation of K LEO satellites using an

Aloha-based protocol. Following (MUNARI et al., 2021; TONDO et al., 2021), the Earth-

to-satellite links between the cluster of IoT devices and the LEO satellites are modeled

according to the On-Off fading channel model (PERRON et al., 2003). Therefore, the

quality of the link between each LEO satellite and the clustered IoT devices is defined

by a given erasure probability. This model has been extensively used in the literature in

the analysis of Aloha-based schemes (MUNARI et al., 2021; FORMAGGIO et al., 2020;
1 Direct-to-satellite IoT connectivity does not require a terrestrial gateway, simplifying and accelerating

wide coverage deployment (FRAIRE, J. A. et al., 2019).
2 The satellite spacing control requires advanced techniques, and it is outside the scope of this thesis.

However, with the rapid evolution of technology, the required orbit correction mechanisms should be
available soon.
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KASSAB et al., 2022; TONDO et al., 2021). It describes well the behavior of channels3

whose losses are dominated by factors related to the presence of obstacles (MUNARI

et al., 2021), which is typical of satellite IoT networks. Besides being of engineering

significance, the On-Off fading model is mathematically amenable.

Since we consider the satellites can be in different positions with respect to the

IoT devices, it is not practical to assume that all satellites perceive the same erasure

probability as in (MUNARI et al., 2021). Instead, following (TONDO et al., 2021), we

consider that the erasure probability seen at each satellite depends on its orbital position

(or elevation angle) with respect to the clustered IoT devices. Moreover, a position is

defined as the regular angle range (relative to the Earth’s center) within the satellite

trajectory where the erasure probability with respect to the clustered IoT devices can

be assumed constant. For instance, the positions can be regarded as the so called

sectors in (LOPEZ-SALAMANCA et al., 2022), which are defined by a range of elevation

angles with respect to the IoT cluster that present similar error performance. Therefore,

positions related to an elevation angle (relative to the clustered IoT devices on the

ground) closer to 90◦ present a smaller erasure probability than those positions that

correspond to elevation angles closer to 0◦ or 180◦. Moreover, the erasure probabilities

could be determined as the average outage probability in a position, or in a sector,

using the terminology in (LOPEZ-SALAMANCA et al., 2022). Thus, the On-Off fading

channel is a relatively simple model, but still representative of satellite communications.

We define an iteration as the time that each satellite remains in the same position,

while we assume that different constellation positions last for approximately the same

time. Consequently, each iteration has the duration of a transmission window with the

same erasure probabilities, which for simplicity we analyze in a single time slot. Besides

multiple satellites, we consider M visible satellite constellation positions, and that εm,k

denotes the erasure probability between the k th satellite and the cluster of IoT devices in

the mth constellation position, for k ∈ {1, 2, · · ·K } and m ∈ {1, 2, · · ·M}. Moreover, each

position is characterized by a vector of erasure probabilities εm = [εm,1, εm,2, · · · , εm,K ].

We associate the highest erasure probabilities to positions close to the horizon and the

smallest ones to positions close to the zenith.

In addition, every passing of the satellite constellation over the IoT cluster is

termed a lap. The number of positions M in which at least one satellite is visible depends

on the number of satellites in the constellation and on the spacing s, in number of

positions, between consecutive satellites. If the K satellites travel together and are

always considered to be in the same position, then s = 0; if the satellites are distributed

in K consecutive positions, then s = 1; while s > 1 implies that between two consecutive
3 Note that it is reasonable to assume that channel conditions do not vary significantly during a time slot.

That is because the typical DtS-IoT transmission is faster than the time for the elevation angle to move
a sufficiently amount of degrees that would change the channel behavior (LOPEZ-SALAMANCA et al.,
2022).
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Table 3 – Satellite constellations with K = 2 satellites and spacing s ∈ {0, 1, 2, 3, 4}.
Erasure probabilities εm at each visible position m = {1, 2, . . . , M}. Non-visible
positions (i.e., εm = 1) are marked with “-”.

s Satellite ε1 ε2 ε3 ε4 ε5 ε6 ε7 ε8

0
k = 1 0.9 0.5 0.5 0.9 - - - -
k = 2 0.9 0.5 0.5 0.9 - - - -

1
k = 1 0.9 0.5 0.5 0.9 1.0 - - -
k = 2 1.0 0.9 0.5 0.5 0.9 - - -

2
k = 1 0.9 0.5 0.5 0.9 1.0 1.0 - -
k = 2 1.0 1.0 0.9 0.5 0.5 0.9 - -

3
k = 1 0.9 0.5 0.5 0.9 1.0 1.0 1.0 -
k = 2 1.0 1.0 1.0 0.9 0.5 0.5 0.9 -

4
k = 1 0.9 0.5 0.5 0.9 1.0 1.0 1.0 1.0
k = 2 1.0 1.0 1.0 1.0 0.9 0.5 0.5 0.9

Source: The Author.

satellites there is always s – 1 empty positions. Hereinafter, we refer to constellation

positions as those in which at least one satellite is visible. The first position is the one

in which the leading satellite is visible for the first time in the current lap, and the last

position is the one in which the last satellite is seen for last time.

Example 1 Figure 4 presents the system model considering K = 2 satellites traveling

in adjacent positions (i.e., s = 1) with erasure probabilities4
εm = [εm,1; εm,2] such that

each εm,k ∈ {1, 0.9, 0.5}.

When the first satellite is seen for the first time by the IoT cluster, the vector of

erasure probabilities is ε1 = [0.9; 1]. Note that ε1,2 = 1 means that the second satellite

is not yet seen by the IoT devices. In the next position, the second satellite appears

on the horizon, then ε2 = [0.5; 0.9]. In a similar way, in the third and fourth positions

ε3 = [0.5; 0.5] and ε4 = [0.9; 0.5], respectively. Finally, in the fifth position, the first

satellite leaves the visible horizon and similar to the first position only one satellite (now

the second satellite) is visible, so that ε5 = [1; 0.9]. Similarly, Table 3 illustrates the

erasure probabilities at each position for a different satellite spacing5 s. Note that, the

number of visible constellation positions increases with the satellite spacing, but the

number of positions with both visible satellites decreases.

4 The particular value of the erasure probability depends on distance, carrier frequency, antenna gains,
data rate, noise figure, random blockages, etc. Calculating the erasure probability for a given setup
is outside the scope of this work. The aim is to provide tools for traffic load allocation. Although
the values of the erasure probabilities are arbitrary, we can assume that is a good approximation
based on the traditional On-Off fading channel literature (KASSAB et al., 2022; BERIOLI et al., 2016;
MUNARI et al., 2015, 2021; PERRON et al., 2003; TONDO et al., 2021) and also studies such as
(GONGORA-TORRES et al., 2022), where the authors estimate the outage probability as a function
of the elevation angle.

5 The satellite spacing control requires advanced techniques, and it is outside the scope of this work.
However, with the rapid evolution of technology, the required orbit correction mechanisms should be
available soon.
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Figure 4 – Snapshots of the M = 5 visible positions of a constellation with K = 2
satellites with spacing s = 1.
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Source: The Author.

2.3 SYSTEM THROUGHPUT

We assume that a large number of clustered IoT devices share the same direct-

to-satellite IoT communication, but with a very low probability of individual transmission.

Therefore, the number of users accessing the channel in the same time slot per position

can be modeled as a Poisson random variable U (MUNARI et al., 2021). Consequently,
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the probability that u users transmit in the same time slot, considering the mth constel-

lation position, follows the Poisson probability distribution,

P [U = u] =
(Gm)ue–Gm

u!
, (1)

where Gm denotes the channel load offered to the mth constellation position, such that

the total channel load offered per lap (GT ) is the sum of all the loads offered at the M

visible positions, i.e., GT =
∑M

m=1 Gm. Since u different IoT devices can transmit at the

same time slot, the probability that the k th satellite successfully receives a data packet

is qm,k (u) = u(1 – εm,k )
(
εm,k

)u–1. Therefore, the average number of data packets

successfully received at the k th satellite in a given time slot in the mth constellation

position is

Tm,k =
∞∑

u=0

qm,k (u) P [U = u]

=
∞∑

u=0

[
u(1 – εm,k )

(
εm,k

)u–1 (Gm)ue–Gm

u!

]

= Gm(1 – εm,k )e–Gm(1–εm,k )

= Qmαm,ke–Qmαm,k , (2)

where

αm,k = GT (1 – εm,k ), (3)

and Qm is the fraction of the total load that is offered by the IoT devices in the mth

constellation position, such that 0 f Qm f 1,
∑M

m=1 Qm = 1 and Gm = QmGT, so that

GT =
∑M

m=1 QmGT.

The system throughput for the mth position is defined as the number of different

data packets received by at least one satellite at each time slot. Therefore, multiplicities

must be discarded, i.e., when data packets are successfully received by more than one

satellite. In (TONDO et al., 2021), it is shown that the system throughput in this case

becomes

Tm =
∑

∀J¦{1,··· ,K }
J ̸=∅

(–1)|J|+1Gm
∏

k∈J(1 – εm,k )

e
Gm(1–

∏
k∈J εm,k )

(4)

=
∑

∀J¦{1,··· ,K }
J̸=∅

(–1)|J|+1 Qmβm,J e–Qmδm,J ,

where

βm,J = GT

∏

k∈J
(1 – εm,k ), (5)
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δm,J = GT


1 –

∏

k∈J
εm,k


 , (6)

and J is a set containing the possible combinations of satellites within the constellation.

In order to facilitate the understanding, in the particular case of K = 2 satellites

we have the set J =
{

{1}, {2}, {1, 2}
}

and therefore its throughput can be computed as

Tm =
2∑

k=1

Qmαm,ke–Qmαm,k

︸ ︷︷ ︸
(I)

–Qmβm,{1,2}e
–Qmδm,{1,2}

︸ ︷︷ ︸
(II)

(7)

where (I) is the contribution of each satellite to the throughput at that position, while (II)

compensates for multiplicities6 (when both satellites receive the same packet, which

should not increase the throughput further). In general, there will be K terms in (I), while

all the combinations with more than a single satellite among K satellites would appear

in (II) (ROSEN, 2002). For the proof, please refer to Appendix A.

Finally, from the above it is clear that the system throughput is directly influenced

by the number of LEO satellites, their positions, and erasure probabilities, as stated in

(4). Another factor that greatly influences the system throughput per position (per lap)

is the traffic load per position (per lap). Let us define the total system throughput as the

sum of the contributions of each constellation position, i.e.

TT =
M∑

m=1

Tm(Qm, GT). (8)

Therefore, to maximize the overall system throughput it is necessary to adequately

accommodate the traffic load offered per lap (GT) by the IoT devices in the traffic load

for each constellation position (Gm), according to the satellite constellation topology.

Thus, the following optimization problem can be defined,

Maximize
Q

TT =
M∑

m=1

Tm(Qm, GT )

subject to:
M∑

m=1

Qm = 1,

0 f Qm f 1 ∀m.

(9)

where Qm ∈ Q and Q is the vector that contains the load factors of all positions (i.e.,

Q = [Q1, · · · , Qm, · · · , QM ]).

Unfortunately, the above optimization problem is non-convex since Tm(Qm, GT )

is a sum of non-linear concave and convex functions. For instance, note that part (I)
6 Note that, βm,{1,2} = GT (1 – εm,1)(1 – εm,2) and δm,{1,2} = GT (1 – εm,1εm,2), while βm,{k } = δm,{k } = αm,k , so
βm,J and δm,J must be used only for |J| > 1.
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in (7) is concave, while part (II) is convex. Thus, standard convex optimization tools

cannot be directly applied. In the following section, we propose a novel traffic allocation

strategy based on the SCA technique. For the sake of simplicity, to properly allocate the

traffic load, we consider the IoT devices’ positions are perfectly known, all IoT devices

in each lap share the same visibility time (which is valid for clusters of small size), and

that there is an efficient mechanism to estimate the rise and set time of each satellite.

2.4 SCA-BASED OPTIMIZATION METHOD

The optimization problem in (9) can be solved by the SCA method (SCUTARI

et al., 2014), which has been used for solving nonconvex optimization problems, where

in each iteration the nonconvex feasible set is approximated by an inner convex approx-

imation (BECK et al., 2010). The SCA approach has been used in several optimization

problems related to wireless communications in (DU et al., 2016; DENG et al., 2020;

KUMAR et al., 2021; ZHANG, X. et al., 2022; LÓPEZ et al., 2022), as well as in IoT

networks assisted by satellites (DAI et al., 2020; MAO et al., 2020; MA et al., 2021;

FANG et al., 2023).

First, let us rewrite (4) as a function of Qm, as

TT =
M∑

m=1

∑

∀J¦{1,··· ,K }
J̸=∅

(–1)|J|+1 Qmβm,J e–Qmδm,J . (10)

Then, (10) can be approximated around a fixed operating point Q̃ as TT = A(Q)+B̃(Q, Q̃).

The function A(Q) collects the system throughput contribution of each individual satellite,

at each position, to the overall throughput as

A(Q) =
M∑

m=1

K∑

k=1

Qmαm,ke–Qmαm,k , (11)

while B̃(Q, Q̃) compensates the multiplicities, and at a certain iteration it can be written

as

B̃(Q,Q̃)=B(Q̃) +
M∑

m=1

(Qm–Q̃m)
d

dQm
B(Qm)

∣∣∣
Qm=Q̃m

=
M∑

m=1

QmCm(Q̃m)+B(Q̃)–
M∑

m=1

Q̃mCm(Q̃m)

︸ ︷︷ ︸
constant

(12)

by using the first-order Taylor approximation of B(Q) around Q̃, where

Cm(Q̃m) =
d

dQm
B(Qm)

∣∣∣
Qm=Q̃m

(13)
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and

B(Q) =
M∑

m=1

∑

J¦{1,...,K }
|J|>1

(–1)|J|+1 Qmβm,J e–Qmδm,J. (14)

Then, the optimization problem in (9) can be approximated in the vicinity of Q̃ to

Minimize
Q

T̃T = –A(Q) –
M∑

m=1

QmCm(Q̃m)

subject to:
M∑

m=1

Qm – 1 = 0,

–Qm f 0 ∀m,

Qm – 1 f 0 ∀m,

(15)

which is in a standard convex form (BOYD; VANDENBERGHE, 2004).

The optimization problem in (15) can be efficiently solved using standard convex

optimization tools of Matlab® such as CVX (GRANT; BOYD, 2020) or fmincon (THE

MATHWORKS, 2022). Moreover, interior point methods (VARGAS et al., 1993), which

are known to converge in/with polynomial time/complexity, are commonly utilized for

such a convex problem (YE, 2011). Notice that since there are M variables and 2M +

1 constraints, the overall complexity of solving (15) using interior point methods is

O(Mω log(1/ξ)), where ξ captures the solution tolerance or accuracy and ω is some

real number usually smaller than four (YE, 2011).

Once (15) is solved, its output yields a new operating point Q̃ around which the

linearization in (12) can be recalculated, leading to a new solution to the problem in (15).

Such process can be iterated until a given convergence criteria is reached. Algorithm 1

summarizes the proposed iterative technique based on SCA for computing the optimal

traffic load at each constellation position. Finally, notice that the overall complexity of

Algorithm 1 is O(NMω log(1/ξ)) assuming a fixed number N of iterations.

Algorithm 1 Traffic Load Allocation based on SCA
1: Input: {K , M, εm, GT }: number of satellites, total visible constellation positions, the
vector of erasure probabilities and the traffic load offered per lap;
2: Choose load factors {Q̃m} such that problem constraints in (15) are satisfied, ∀m ∈
{1, 2, · · ·M};
3: Repeat:

4: Compute {Qm} by solving (15),∀m ∈ {1, 2, · · ·M};
5: Update {Q̃m}← {Qm};
6: Until convergence within a given tolerance or the maximum number of iterations is
reached;
7: Output: Qm, ∀m ∈ {1, 2, · · ·M}.
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2.5 NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed traffic allocation

strategy. In addition, we discuss the impact of the different positions and topologies of

the satellite constellation on system throughput. Without loss of generality, we assume

a constellation with K = 2 satellites and erasure probabilities belonging to the set

{1, 0.9, 0.5}7. We comparatively evaluate the performance of the proposed SCA-based

technique against three other traffic load distributions (presented and discussed in

(TONDO et al., 2021)): i) Uniform, which equally distributes the traffic load among all

visible positions of the constellation. Considering both fixed total traffic load and number

of satellites in the constellation, topologies with a larger number of positions allocate a

lower traffic load to each position, while topologies with fewer positions must allocate a

higher traffic load to each one. However, this approach does not consider the satellite

location or the number of satellites visible to the cluster at each position within the

constellation. In such cases, performance tends to be limited, as the allocated load

may be either overly optimistic or overly pessimistic, depending on the specific erasure

probabilities; ii) Non-uniform, which assigns to each visible position of the constellation

a traffic load proportional to the performance of this position when it receives a uniform

traffic load. Thus, the traffic load offered in each position of the satellite constellation

is proportional to the normalized system throughput that would be achieved in the

same position with uniform load distribution; and iii) ITLD, which conveniently selects

between the Uniform and Non-uniform distribution to achieve a higher overall throughput

according to the total traffic load per lap. For more information about ITLD algorithm,

please refer to Appendix B.

Figure 5 shows the overall throughput achieved as a function of the traffic load

per lap. The satellite constellation topology features satellites traveling in adjacent

positions, i.e. s = 1, while five constellation positions are visible for the clustered IoT de-

vices with the following erasure probabilities [εm,1, εm,2] ∈
{

[0.9, 1], [0.5, 0.9], [0.5, 0.5],

[0.9, 0.5], [1, 0.9]
}

. We evaluate the performance of the SCA-based technique com-

pared to the use of ITLD (TONDO et al., 2021), as well as the Uniform and Non-uniform

traffic load distributions analyzed in (TONDO et al., 2021). The SCA-based technique

outperforms all other allocation methods.

Note that, the overall maximum throughput is reached by our proposal for GT =

28.4, a value for which ITLD performs poorly. For that total traffic load the Uniform

distribution has already saturated the tolerated traffic load for some positions, while
7 In (TONDO et al., 2021), ε = {1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0.01}, while we show that the

throughput increases with the number of satellites in the constellation. However, note that a scenario
with more possibilities in terms of erasure probabilities increases the number of visible positions.
Moreover, increasing the number of satellites also increases the number of possible topologies. Since
the goal of this chapter is to demonstrate the validity of the proposed optimization strategy, we avoid
the computational cost associated with large scenarios and focus on the case of K = 2 satellites.
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Figure 5 – Overall throughput as a function of the traffic load per lap considering the
proposed SCA-based technique, ITLD, PSO, Uniform, and Non-uniform traf-
fic load distributions. We assume a satellite constellation with K =2 and s =1.
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Source: The Author.

the Non-uniform distribution still does not sufficiently exploit the positions that can take

high traffic loads. By its turn, the SCA-based technique allocates the traffic load to each

position so that the overall throughput is the maximum achievable for the generated

traffic load per lap. That is confirmed by the exhaustive search results for the maximum

throughput (which are represented by black dots). The allocation strategy proposed

here also guarantees that, even for very high traffic loads, the overall performance

of the system remains above 2 for this topology. However, when the other allocation

strategies are used, the overall throughput tends to 0 when the traffic load is extremely

high. This is because our proposal assigns the excess traffic load only to the position

with the least contribution in terms of system throughput, therefore not harming the

overall throughput.

Moreover, three critical points are marked in blue in the throughput curve of the

proposed SCA-based technique in Figure 5: i) a circle indicates the system throughput

(TT = 1.43) for low traffic load (GT = 4.1); ii) a star identifies the optimum overall

throughput (TT = 2.42), which is reached at the optimum traffic load (GT = 28.4) for

this topology; and iii) a diamond indicates the system throughput (TT = 2.06) when

the traffic load is high (GT = 80) and the performance tends to remain stable for our

strategy. The projections of these points, the vertical dashed lines, allow identifying the
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Figure 6 – Load factor Qm in the scenario with five positions. The markers here are
located in the same traffic load as in Figure 5, the circle in GT = 4.1, the star
in GT = 28.4, and the diamond in GT = 80.

0 20 40 60 80 100

0

0.2

0.4

0.6

0.8

1

(a) Load factor Qm selected by the proposed SCA-based optimization technique for each con-
stellation position as a function of GT .
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(b) Load factor Qm selected by the Non-Uniform and Uniform distributions for each constellation
position as a function of GT . Note that in the Non-uniform distribution always Q1 = Q5 and
Q2 = Q4.

Source: The Author.
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throughput achieved by the other traffic allocation strategies. Note that these values are

highlighted in colored text corresponding to each strategy in the legend.

Figure 6a shows the load factors for each constellation position according to the

traffic load per lap when it is used the SCA-based technique, while Figure 6b shows

the load factors for the Non-Uniform and Uniform distributions. Note that load factors

Qm ∈ {Q1, Q2, Q3, Q4, Q5} are related to erasure probabilities as follows [εm,1, εm,2] ∈{
[0.9, 1], [0.5, 0.9], [0.5, 0.5], [0.9, 0.5], [1, 0.9]

}
, which presupposes a symmetry between

the factors [Q1, Q5] and [Q2, Q4], given the symmetry between the erasure proba-

bilities in both cases, but Q3 is associated with a unique position in the lap, with

[ε3,1, ε3,2] = [0.5, 0.5].

The analysis of the blue circle in Figure 5 and Figure 6a shows that when the

traffic load is very low, it is very inefficient to allocate part of that traffic load to posi-

tions with high erasure probabilities [εm,1, εm,2] ∈
{

[0.9, 1], [1, 0.9]
}

. That is why the

SCA-based optimization technique assigns values close to 0 to Q1 and Q5. In such

cases, it is better to exploit positions with lower erasure probabilities [εm,1, εm,2] ∈{
[0.5, 0.9], [0.5, 0.5], [0.9, 0.5]

}
, since the collision probabilities at the receiver are very

low due to the low traffic load. Consequently, the proposed SCA-based technique se-

lects Q1 = Q5 ≈ 0, while Q2 = Q4 ≈ Q3 ≈ 0.33, to exploit constellation positions

suitable for low traffic load. However, Figure 6b shows that the Non-Uniform distribution

approach selects Q1 = Q5 ≈ 0.06, which prevents fully exploiting positions 2 and 4.

Meanwhile, the Uniform distribution approach performs even worse, since it assigns

Qm = 0.2 ∀m ∈ {1, 2, 3, 4, 5}, thus perceiving unnecessary losses in the first and last

positions.

Figure 7 shows the system throughput for each position and each allocation

strategy. Note that there are only three curves for five positions due to the symmetry

of positions 1 and 5 and positions 2 and 4. Moreover, considering GT = 4.1, which

corresponds to the blue circle in Figure 6, the system throughput achieved by the

SCA-based technique (i.e., the sum of the throughput achieved in each position), is

TT = 2× 0 + 2× 0.429 + 0.573 = 1.43 outperforming the Non-Uniform distribution with

TT = 2× 0.024 + 2× 0.385 + 0.579 = 1.39 and even more the Uniform distribution with

TT = 2× 0.073 + 2× 0.316 + 0.426 = 1.20, see Figure 5.

In addition, the comparative analysis of the curves in Figure 7 allows us to

confirm that under conditions of low traffic load, the highest system throughput is as-

sociated with the positions with the lowest erasure probabilities. This is because in

such conditions the probability of collisions is very low and it is more important to avoid

the losses associated with the channel. Note that the highest throughput is associated

with the central position where [ε3,1, ε3,2] = [0.5, 0.5]. Moreover, as one would expect,

intermediate positions with [ε2,1, ε2,2] = [0.5, 0.9] and [ε4,1, ε4,2] = [0.9, 0.5] outperform

near-horizon positions with [ε1,1, ε1,2] = [0.9, 1] and [ε5,1, ε5,2] = [1, 0.9].



Chapter 2. Optimal Traffic Load Allocation for Aloha-Based IoT LEO Constellations 50

Figure 7 – Throughput contribution for each position. The circles indicate the traffic
load distribution per position Gm when GT = 4.1 for: proposed SCA-based
method (in blue), Uniform (in red) and Non-Uniform (in green) allocations.
We take advantage of the symmetry between ε1 = [0.9, 1] and ε5 = [1, 0.9],
as well as ε2 = [0.5, 0.9] and ε4 = [0.9, 0.5], to represent each position pair
by a single curve.
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Figure 8 shows that this constellation with K = 2 satellites with topology s = 1

reaches the optimal system throughput when the traffic load per lap is GT = 28.4. Now,

focusing around the point marked by a blue star in Figure 5 and Figure 6a, we can

see that for GT > 10 the only load factors that continue to increase with the traffic load

are Q1 and Q5, those with the highest erasure probabilities [ε1,1, ε1,2] = [0.9, 1] and

[ε5,1, ε5,2] = [1, 0.9]. This is because the maximum throughput values for the positions

with the lowest erasure probabilities were already reached with relatively low traffic

loads, and lowering the load factor is the way to guarantee that the throughput achieved

in such positions remains the maximum when the traffic load per lap increases.

Figure 9 corroborates the above. Note that the maximum throughput T3 = 0.626

from the central position is associated with G3 = 2.2, so that to guarantee maximum

throughput in this position Q3 must be such that G3 = Q3GT = 2.2. A similar analysis

can be carried out for the intermediate positions, where Q2 and Q4 must be selected

such that Gm = QmGT = 3.1, ∀m ∈ {2, 4}, to guarantee T2 = T4 = 0.528. However,

note that near-horizon positions with high erasure probabilities tolerate a much higher

traffic load since a low percentage of the messages sent are received at the satellites
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Figure 8 – Throughput contribution for each position. In this case we consider the opti-
mal load traffic GT = 80 (diamond) for SCA technique (blue), Uniform (red)
and No-Uniform (green).
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and thus significant collision probabilities occur for high traffic loads. Therefore, Q1 and

Q5 must be selected such that Gm = QmGT = 10, ∀m ∈ {1, 5}, to guarantee maximum

throughput in these positions T1 = T5 = 0.367. After this analysis we can understand the

contribution of each position to the overall system throughput, TT = 2×T1 +2×T2 +T3 =

2.42 for GT = 2×G1 + 2×G2 + G3 = 28.4, see Figure 5. Moreover, the Non-Uniform

distribution strategy in the face of this traffic load assigns a higher load factor to the

intermediate positions (Q2 = Q4 ≈ 0.25) and the same load factor to the central position

and the near-horizon positions (Q3 = Q1 = Q5 ≈ 0.167), as can be seen in Figure 6b.

Consequently, the system throughput with the Uniform and Non-Uniform distributions

is numerically equal (TT = 1.89) despite the fact that the load factors are not equal, and

significantly lower than the throughput achieved by the proposed SCA-based technique.

Analyzing Figure 6a after the maximum throughput point (blue star) until the traf-

fic load per lap is approximately 50, shows that the proposed SCA-based optimization

technique continues to find benefits in increasing the load factor of both extreme posi-

tions (Q1 and Q5). However, for GT > 50 it is detrimental in terms of overall throughput

to increase both load factors. From that point on, the SCA-based technique finds the

maximum attainable throughput by assigning to the central position the value of Q3 that

allows it to reach the maximum throughput T3 = 0.626, as well as Q2 and Q4 to reach
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Figure 9 – Throughput contribution for each constellation position. The star allows to
identify the traffic load distribution per position Gm when GT = 28.4 (traf-
fic load value for which the maximum system throughput is reached with
this constellation with K = 2 satellites with s = 1) according to: proposed
SCA-based method (in blue), Uniform (in red) and Non-Uniform (in green)
allocations.
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T2 = T4 = 0.528 and likewise to one of the two extreme positions, in this case to Q5 for

T5 = 0.367. Then, Q1 must be such that the last position assumes the remaining traffic

load, i.e., Q1 = 1 – Q2 – Q3 – Q4 – Q5, see Figure 5. Consequently, for extremely high

traffic load values, T1 tends to 0 and TT tends to 2×T2 +T3 +T5 = 2.049. However, none

of the other traffic load allocation strategies has this ability, so when ITLD, Uniform, and

Non-uniform distributions are applied, for extremely high traffic load values, the overall

system throughput tends to 0, as can be seen in Figure 5.

This effect can be observed by analyzing the point represented by the blue

diamond in Figure 5 and Figure 6. Note that in the last four positions, the maximum

throughput associated with each of those positions is achieved, as long as Q2, Q3, Q4,

and Q5 guarantee that the traffic loads allocated to them is optimal for each position (i.e.,

when SCA-based optimization technique is used), but the first position has to assume

the remaining traffic load (G1 = 61.3), so its contribution in terms of throughput is very

poor, T1 = 0.013. However, the Uniform and Non-uniform distributions achieve lower

throughput (TT = 1.30), when the traffic load per round is GT = 80. Figure 6b shows

than the Non-Uniform distribution perceives very low benefits in the central position,
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Figure 10 – Overall throughput as a function of the traffic load per lap, using SCA-based
technique with K = 2 satellites for different topologies s ={0, 1, 2, 3, 4}.
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since for high traffic loads, the high collision probability at the receiver leads the system

throughput to tend to 0.

Finally, Figure 10 shows the overall throughput as a function of the traffic load per

lap, using SCA-based optimization technique in a constellation with K = 2 satellites for

different topologies s ∈ {0, 1, 2, 3, 4}, which were represented in Table 3. By analyzing

Figure 10, we can determine the most convenient topology to use if the total traffic

load to be offered from the ground is known. For example, when (GT < 10) the highest

throughput is achieved with the topology of s = 0; while for (10 < GT < 20), s = 3 is more

convenient; and for (GT > 20), larger spacing is best, s = 4. This fact facilitates custom

design or even dynamic adaptation of the topology if some orbital correction solution is

possible. Moreover, note that as the spacing s between satellites increases, the num-

ber M of visible positions increases. Consequently, the stable value of throughput for

high-traffic loads decreases with decreasing satellite spacing s, as nullifying the system

throughput achieved by a position is more detrimental for topologies with fewer visible

positions of the satellite constellation. Also note that the stable throughput value of a

topology is approximately the maximum throughput achieved by this topology decre-

mented by 0.367. This is because 0.367 is the maximum throughput achievable by one

satellite on the horizon when the other satellite is no longer visible to the clustered IoT

devices, except for the topology with s = 0 since both satellites are always together. Fig-
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Table 4 – Optimal channel load per lap and per position, which allow to achieve the
maximum system throughput by the proposed SCA-based method in a con-
stellation with K = 2 satellites for different topologies with s ∈ {0, 1, 2, 3, 4}.

s G∗T G∗1 G∗2 G∗3 G∗4 G∗5 G∗6 G∗7 G∗8
0 24.8 10.2 2.2 2.2 10.2 - - - -
1 28.4 10 3.1 2.2 3.1 10 - - -
2 30.2 10 2 3.1 3.1 2 10 - -
3 38.2 10 2 2 10.2 2 2 10 -
4 48.0 10 2 2 10 10 2 2 10

Source: The Author.

Table 5 – Maximum throughput per lap and per position achieved by the proposed SCA-
based method in a constellation with K = 2 satellites for different topologies
with s ∈ {0, 1, 2, 3, 4}.

s T ∗T T ∗1 T ∗2 T ∗3 T ∗4 T ∗5 T ∗6 T ∗7 T ∗8
0 2.70 0.72 0.63 0.63 0.72 - - - -
1 2.42 0.37 0.53 0.63 0.53 0.37 - - -
2 2.53 0.37 0.37 0.53 0.53 0.37 0.37 - -
3 2.93 0.37 0.37 0.37 0.72 0.37 0.37 0.37 -
4 2.94 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37

Source: The Author.

ure 10 and Table 4 show that the optimal traffic load (GT ∈ {24.8, 28.4, 30.2, 38.2, 48}),

which allows reaching the maximum overall throughput of each topology, increases with

the increase of satellite spacing (s ∈ {0, 1, 2, 3, 4}). This is because a greater number

of visible positions (M ∈ {4, 5, 6, 7, 8}) allows a greater traffic load to be assigned more

efficiently.

These results and trends are expected, as well as the fact that the maximum

value of overall throughput achieved by each topology increases with s, except for the

topology with s = 0, which reaches a maximum overall throughput greater than the

topologies with s = 1 and s = 2. In order to better understand the performance of the

different topologies in terms of system throughput, it is necessary to analyze Table 5.

Note that precisely the position that allows reaching the highest throughput per position

(Tm = 0.72) are those with [εm,1, εm,2] = [0.9, 0.9], corresponding to the topology with

s = 0, also the second highest throughput value per position (Tm = 0.63) is reached

twice by the topology with s = 0. Consequently, the overall throughput from the topology

with s = 0 (TT = 2.70) is greater than that achieved by the topologies with s = 1

(TT = 2.42) and s = 2 (TT = 2.53).



Chapter 2. Optimal Traffic Load Allocation for Aloha-Based IoT LEO Constellations 55

2.6 FINAL CONSIDERATIONS

This work introduced a novel optimal traffic load allocation strategy for Aloha-

based IoT LEO constellations. The link between the cluster of IoT devices and each

satellite in the constellation was modelled by an erasure probability, following the On-

Off fading channel model. In order to maximize the achievable system throughput,

we proposed a low-complexity SCA-based technique that considerably outperforms

three previously proposed heuristics. Moreover, we analyzed in detail the traffic load

allocation per position, while highlighting the superiority of the proposed technique,

which achieves a non-zero throughput even if the traffic load is extremely high.
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3 MULTIPLE CHANNEL LORA-TO-LEO SCHEDULING FOR DIRECT-TO-

SATELLITE IOT

Amid the diversity of applications in MAC protocols for satellite-based IoT commu-

nications over the past decade, several challenges remain due to the trade-off between

the number of devices and the visibility window constraints. As discussed in Chapter 1,

the authors of SALSA propose a First-Come-First-Served (FCFS) scheduling strategy

where resource allocation is assigned to devices considering their initial visibility in

the satellite footprint (AFHAMISIS; PALATTELLA, 2022). However, following the FCFS

policy, in a dense scenario, many devices may not be able to successfully transmit

during the satellite visibility window due to excessive congestion. To address this draw-

back and inspired by SALSA, this chapter presents two novel low computational cost

scheduling strategies for DtS-IoT networks.

Specifically, Section 3.1 begins by discussing the related state-of-the-art litera-

ture. Section 3.2 describes the system model, while Section 3.3 formulates the pro-

posed scheduling methods. Section 3.4 presents the simulation method and param-

eters, while Section 3.5 discusses the simulation results. Section 3.6 concludes the

chapter. Furthermore, Table 6 provides a list of symbols used in this chapter. Finally,

the content of this chapter was published in (TONDO et al., 2024a).

3.1 RELATED WORK

In recent years, great strides have been made in low-power wide area networks

(LPWANs). The remarkable success of LoRa technology (SEMTECH, 2022) redefined

the concepts of long-range connectivity and low energy consumption, opening a new

opportunity for IoT communication systems (AFHAMISIS; PALATTELLA, 2022). How-

ever, in particular cases, such as dense deployments or long transmission distances like

in DtS-IoT scenarios, the LoRaWAN protocol (LORA ALLIANCE, 2023b) has some lim-

itations (ÁLVAREZ et al., 2022). This motivated a recently introduced variant in (LORA

ALLIANCE, 2020) that can improve throughput performance in very dense scenarios,

but it is still not able to avoid collisions or operate with high energy efficiency.

A recent work (FRAIRE, J. A. et al., 2022) discusses some challenges in DtS-IoT

related to the channel, the orbital dynamics, and the highly constrained IoT devices.

The authors state that existing IoT MAC schemes need to be critically reviewed, espe-

cially those aiming to enable effective communication of thousands of devices with the

gateway in a relatively short period. In large clusters, with many devices competing for

data transmission opportunities during a satellite lap with an ALOHA-based protocol

such as LoRaWAN, the probability of collision will be high, leading to problems in terms

of scalability and energy efficiency (ORTIGUEIRA et al., 2021). Furthermore, with the

advent of 5G communications and beyond, clustering algorithms aimed at reducing
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Table 6 – List of Symbols - Chapter 3.

Variable Description

δ Guard times
n IoT device
τ LoRa airtime
Rm,n Rise-time for each device n during m satellite lap
m Satellite lap
Sm,n Set-time for each device n during m satellite lap
Vm Set of visibility time intervals of each device in the m satellite lap
Tm Set containing the allocated time windows for each device
Fm Set containing the free time in that mth lap.
Jm Set containing the joined or scheduled devices in that mth lap
Dm Set containing the discarded or unscheduled devices in that mth lap
Pm Set containing the devices in Jm with Sm,n > max Em,n
p The proportion of Ω and guard times plus LoRa airtime
Bm,n The scheduled beginning time for the uplink of the nth device in the mth

lap
Em,n The scheduled ending time for the uplink of the nth device in the mth lap
Ω The time not used by FCFS after the transmission of the last scheduled

uplink
Wm,n Transmission window interval for the nth device during the mth lap
H Total number of available frequency channels
M Total number of satellite laps
N Total number of IoT devices
Vm,n Visible time interval for each device n during m satellite lap

Source: The Author.

the complexity of resource allocation are appealing (MUKHERJEE et al., 2021), par-

ticularly in dense DtS-IoT scenarios. A traffic allocation strategy for ALOHA networks

was recently proposed in (TONDO et al., 2023), which achieves non-zero throughput

even in cases with very high traffic load but is very energy inefficient in this regime. In

this sense, the authors (GAMAGE et al., 2023) introduced LMAC, an efficient Carrier

Sense Multiple Access (CSMA) protocol designed for LoRa networks. This protocol

aims to achieve a significant advancement in LoRa communications, promising a 2.2×
improvement in performance and a substantial 2.4× reduction in energy consumption

compared to the ALOHA mechanism. Across three advancing versions of LMAC, this

study attracts considerable interest in Direct-to-Satellite (DtS) scenarios, thanks to its

implementation of channel load balancing based on the global locations of the IoT

nodes and gateways.

In DtS-IoT, the choice of MAC protocol considerably affects the system per-

formance in terms of throughput and energy efficiency (PARRA et al., 2023). Notice

that the devices are spread over the footprint of the LEO satellite, with different visibility

times, the MAC protocol can exploit this characteristic and optimize the uplink resources
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using appropriate device scheduling. Indeed, SALSA algorithm is based on the knowl-

edge of the visibility times (AFHAMISIS; PALATTELLA, 2022). Specifically, time slots

are assigned to each device based on those visibility times to avoid collisions and

replication. Moreover, uplink policies and a mixed integer linear programming model

to provide an upper bound in performance for scheduled LoRa-based DtS-IoT were

proposed in (ÁLVAREZ et al., 2022). In addition, the authors concluded that trajectory-

based policies can duplicate the amount of served IoT nodes.

Departing from LoRa-based networks, a resource allocation scheme based on

genetic algorithms for load balancing was provided in (LIN et al., 2022). Therein, prob-

lems such as low efficiency in extremely non-uniform user distribution conditions and

density variations were detected. In a similar line, but considering narrowband IoT, the

authors in (KODHELI et al., 2022) proposed a scheduling pattern that maximizes a

profit depending on data packet sizes, channel conditions, and satellite visibility time.

This chapter considers the problem of scheduling the transmissions of IoT

devices in a DtS-IoT system using LoRa technology. Adopting the same set-up of

(AFHAMISIS; PALATTELLA, 2022), but herein are included multiple frequency channels

to simultaneously assume several transmissions corresponding to IoT nodes with simi-

lar visibility windows. In addition, the subsequent sections provide an efficient method

to swap the time slots assigned to some devices based on their set times, thus creating

new transmission opportunities for IoT devices that would not otherwise transmit. Fur-

thermore, unlike the policies proposed in (ÁLVAREZ et al., 2022), the proposed method

generates a collision-free channel access strategy that can be implemented with low

computational complexity, so it can even be run on-board the satellite if necessary.

Finally, concerning (KODHELI et al., 2022; LIN et al., 2022), the proposed approach is

tailored for LoRa-based DtS-IoT networks, with low computational complexity and high

effectiveness despite the dynamics of these scenarios.

Despite the acknowledged relevance of carrier sensing protocols like CSMA for

LoRa technology (GAMAGE et al., 2023), their current implementation is not entirely

suitable for integration with DtS-IoT scenarios. Aspects such as the high probability

of hidden nodes during satellite lap require further depth investigations (HERRERÍA-

ALONSO et al., 2023; FERRER et al., 2019). Ensuring comparative fairness between

the proposed methods is quite a challenge, so the present approaches do not focus

on CSMA or even simple ALOHA policies. We specifically aim to improve the system

uplink efficiency in the SALSA scenario.

3.2 SYSTEM MODEL

We consider an IoT network that operates within the coverage of an LEO satellite,

where IoT devices are uniformly distributed in fixed locations within the target area and

directly transmit data packets to the satellite in allocated time slots. We also assume that



Chapter 3. Multiple Channel LoRa-to-LEO Scheduling for Direct-to-Satellite IoT 59

Figure 11 – The DtS-IoT system, which comprises: a gateway in the LEO satellite, IoT
devices spread over the target area, the network server, and the satellite
ground station.

Source: The Author.

the devices utilize the LoRa communication technology (SEMTECH, 2022). Figure 11

illustrates the scenario, with a cluster of IoT nodes on the ground communicating with

a gateway on board the LEO satellite. The LEO satellite connects with a ground station

that forwards the received packets to a Network Server (NS). Furthermore, the system

dynamics are affected by orbit parameters, satellite footprint, and the target area, with

each device having different visibility times during one satellite lap.

We denote the total number of satellite laps as M and the total number of IoT

devices within the target area as N. Due to the system dynamics, each device appears

and disappears from the satellite footprint at different times in each satellite lap. Such

times are termed as rise-time Rm,n and set-time Sm,n, for m ∈ {1, 2, ..., M} and n ∈
{1, 2, ..., N}. Thus, each device n is visible for the satellite lap m during a time window

defined by the interval Vm,n =
[
Rm,n, Sm,n

]
. Moreover, we assume that the IoT devices

generate traffic with the same priority and always have information to transmit (full-buffer

assumption), but can only transmit when they are within the satellite’s footprint. The

NS is responsible for scheduling collision-free uplink transmissions, at most one per
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Table 7 – LoRa airtime τ according to Spreading Factor SF = 12, Europe Region EU868,
BW = 125 kHz (THE THINGS NETWORK, 2023a).

Pay 51 – 48 47 – 43 42 – 38 37 – 33 32 – 28 27 – 23 22 – 18
τ (ms) 2793.50 2629.60 2465.80 2302.00 2138.10 1974.30 1810.40

Source: The Author.

device per lap, taking into account the visibility time of each IoT device. We assume

a configuration for extended coverage with a Spreading Factor (SF) equal to 12 and

125 kHz bandwidth. Note that the required SF or bandwidth will depend on the orbit

height and target area (THE THINGS NETWORK, n.d.). We consider the availability

of multiple channels in our system model, which favors the allocation of transmission

resources in practical scenarios with numerous devices deployed in the target area.

This approach is consistent with LoRa and allows more efficient utilization of visible

time windows, which improves overall system performance. We denote as H the total

number of available frequency channels.

The NS must consider the visibility times of each device and the time-on-air

per packet (τ) to correctly schedule the uplinks. In Table 7, we list the value of τ for

different payload sizes according to the regional parameters for Europe (EU868), based

on (THE THINGS NETWORK, 2023a). Moreover, as in (AFHAMISIS; PALATTELLA,

2022), we include two guard times δ = 10 ms, before and after each transmission, to

avoid collisions due to synchronization imperfections among devices and the satellite.

Thus, the NS reserves the channel for each uplink transmission considering the total

time, which comprises two guard times δ and the packet τ.

Following SALSA (AFHAMISIS; PALATTELLA, 2022), the scheduled beginning

time for the uplink of the nth device in the mth lap, denoted as Bm,n, is defined by the

NS and depends on: i) the orbit dynamics; ii) the number of devices within the satellite

footprint. A transmission from another device on the same channel is only scheduled

after the end transmission time (Em,n) of the device previously scheduled. In other

words, a transmission window corresponding to the interval Tm,n =
[
Bm,n, Em,n

]
is

allocated only for the nth device during the mth lap.

3.3 THE PROPOSED SCHEDULING METHODS

Next, we describe the proposed scheduling approaches for DtS-IoT. The meth-

ods are based on the SALSA-FCFS policy (AFHAMISIS; PALATTELLA, 2022), which

works in a first-come-first-serve fashion. In SALSA-FCFS, the first device to appear in

the satellite footprint is the first to transmit, and so on (i.e., the scheduling queue is

based on the respective rise-times). Initially, as in (AFHAMISIS; PALATTELLA, 2022),

let us consider the availability of a single-frequency channel. The operation of SALSA-

FCFS is illustrated next.
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Figure 12 – Uplink schedules in the mth lap, including rise-time Rm,n, set-time Sm,n,
beginning-time Bm,n, end-time Em,n, and guard times (in blue). (a) SALSA-
FCFS, where the 4th device could not be scheduled (left). (b) L2L-P, where
the uplink of the 2nd device is rescheduled so that the 4th device can
transmit (right).
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(b) L2L-P

Source: The Author.

Example 1 Let us assume N = 4 devices want to transmit payloads of 51 bytes (the

maximum with SF12). Their rise-times Rm,n and set-times Sm,n are illustrated in Fig-

ure 12a. Following the SALSA-FCFS policy, the scheduled transmissions are repre-

sented by boxes whose boundaries correspond to the beginning-times Bm,n and end-

times Em,n for each allocated device uplink. Moreover, the guard times are highlighted

in blue. Note that the 4th device is denied transmission as its remaining visibility time

after the transmission of the three devices that came first (these are the ones that

entered the satellite footprint first and have the lowest rise times) is not sufficient to

accommodate the total time for that payload size.

Note that assigning uplinks based solely on rise times does not guarantee to

scheduling as many transmissions as possible, due to the differences in the duration of

the visibility window of the devices given their locations and the satellite footprint. On

the other hand, scheduling uplink transmissions by the longest set time of each device,

or First-Leave-First-Serve (FLFS) allocation, would be unfair and inefficient because it

would not take advantage of the timely arrival of many IoT devices. Next, we introduce

a strategy that seeks to create additional transmit opportunities after the application of

the FCFS policy.

3.3.1 Permutation of Scheduled Times: L2L-P

In SALSA-FCFS, a device with a short visibility time may have very few opportu-

nities to transmit unless it is one of the first to appear in the footprint. The situation gets
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worse with the network density, as many devices may have intersecting visibility times.

Add to that the fact that the duration of the visibility times may be considerably different

among devices. To deal with these problems, we consider the permutation of the sched-

uled times from the initial SALSA-FCFS scheduling (AFHAMISIS; PALATTELLA, 2022),

looking for the reallocations that allow scheduling uplinks discarded by the FCFS policy.

Algorithm 2 describes in detail the implementation of the proposed LoRa-to-LEO

with Permutation of scheduled times (L2L-P) approach in the mth lap. Algorithm inputs

include the rise and set times based on the relative locations of the devices concern-

ing the satellite orbit, as well as transmission beginning and end times scheduled by

the SALSA-FCFS schedule. We define Vm = {Vm,1, · · · , Vm,N } as the set whose ele-

ments are the visibility time intervals of each device in that lap. The algorithm checks

which devices are allocated a transmit window considering the SALSA-FCFS policy,

and constructs the set Tm = {Tm,1, · · · , Tm,N } containing the intervals corresponding

to the allocated time windows for each device. At this point, we can determine the

time intervals (if any) not allocated to any device, which are listed in the free time set

Fm. Furthermore, the users are separated into two sets: Jm, containing the joined or

scheduled devices, and Dm, with the discarded or unscheduled devices in that lap.

Considering the devices n ∈ Jm, the L2L-P algorithm calculates Ω = max Sm,n –

max Em,n, i.e., it determines the amount of timeΩ not used by FCFS after the transmis-

sion of the last scheduled uplink (max Em,n) and that is visible by at least one device

(max Sm,n). Note that at most p = + Ω
2δ+τ, devices from Jm could be reallocated to this

unused time, opening transmit opportunities for devices within Dm. Next, if p g 1, the

devices in Jm with Sm,n > max Em,n are included in set Pm and they are ordered in

decreasing Sm,n. The first device in Pm is reallocated to the end of the visibility window

so that its new E ′m,n becomes Sm,n. The previously allocated time interval for this de-

vice moves from Tm to Fm. Next, p is decremented, and if it is still larger or equal to 1,

the algorithm checks if the next device in Pm can be reallocated, so that its set time is

as close as possible to the beginning transmission time of the previously reallocated

device, and so on.

Next, for each device in Dm, the algorithm checks if its visibility time interval Vm,n

has an intersection greater than or equal to (2δ + τ) with any element in Fm. If so, the

transmission of that nth IoT device is scheduled within the idle interval found in the most

efficient way (i.e., by matching Bm,n with the left edge of the free time interval or Em,n

with the right edge of the free time interval). Then, the scheduled transmission Tm,n

is removed from Fm and is included in Tm. At the end of this procedure, up to p IoT

devices from Dm may be moved to Jm, increasing the uplink efficiency.

Example 2 Consider the case discussed in Example 1 and Figure 12a, where the

4th IoT device was not scheduled. However, if we move the 2nd IoT device’s uplink to

the idle time interval after the 3rd device’s uplink, then the 4th device’s uplink can be
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Algorithm 2 L2L-P

Input:Rm,n, Sm,n, Bm,n, Em,n, τ, δ, m;
Construct: Vm,Tm,Fm, Jm,Dm;
Initialize: i = 1, B′m = ∅;
Calculate: Ω = max Sm,n – max Em,n, p = + Ω

2δ+τ,;
if p g 1 then

Construct Pm and order devices in decreasing Sm,n;
while p g 1 do

Find: n ∈ Pm(i);
E ′m,n = min(B′m, Sm,n);
B′m,n = E ′m,n – (2δ + τ);
Include Tm,n in Fm and remove it from Tm;
Tm,n = [B′m,n, E ′m,n];
Include B′m,n in B′m;
Include Tm,n in Tm;
i = i + 1;
p = p – 1;

end while

for each n ∈ Dm do

Im,n = Vm,n ∩ Fm

if Im,n g 2δ+τ then

Tm,n = Im,n (left aligned);
Include Tm,n in Tm;

end if

end for

end if

Output: Allocated time windows Tm.

scheduled at the time interval that was previously reserved for the 2nd device. Thanks

to this rescheduling, the uplinks of the four devices can be scheduled, as illustrated in

Figure 12b.

Example 3 As an additional illustration of the L2L-P operation, Figure 13 shows the

visibility time windows Vm,n for 250 devices under the coverage of a satellite. First, the

SALSA-FCFS allocation was applied, resulting in the sequential schedule illustrated

with different marker colors in Figure 13. Note that the uplinks are ordered by rise

times, while several IoT devices (whose visibility windows were represented by red

dots) are not initially scheduled due to their set times. However, after running the L2L-P

algorithm, some of the allocated devices have their transmit times shifted to the end of

the overall visibility window (the new uplinks of these devices are marked in green in

Figure 13, making room for other devices that could not transmit before (these uplinks

are identified with big red dots in Figure 13). Thus, the uplink efficiency can be improved

concerning the FCFS strategy.

The above discussion and examples consider a single channel. Next, we present
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Figure 13 – Visibility time window and scheduling for 250 devices using the L2L-P
algorithm in a single channel scenario.

Source: The Author.

a strategy that can efficiently allocate the devices when multiple channels are available,

which further leverages the potential of the L2L-P algorithm.

3.3.2 Exploiting Multiple Channels: L2L-A and L2L-AP

We design a scheduling strategy that considers the availability of H orthogonal

frequency channels. First, the visible devices in the mth lap are divided into H uplink

groups. For that sake, we first order the devices according to their rise times Rm,n. We

then assign the devices to the groups alternately, such that the device with the first

(second) rise time is assigned to the first (second) group, and so on. This first group

will include all those devices located in positions multiple of H plus 1 (which will be

serviced from the first channel). Devices in positions that are multiple of H plus h will

belong to the hth group and will be served from the hth channel. After the devices are

separated into the H groups, the FCFS policy is applied in each group, yielding the

transmitting time slots allocated for each group. The above strategy is the LoRa-to-LEO

with Alternating Channels (L2L-A) algorithm, which guarantees an efficient distribution

of all IoT devices according to their respective rise times.

The permutation strategy described in the previous section can be applied to

each group, thus increasing the number of scheduled uplinks on each channel. We

refer to the application of the L2L-A method followed by the L2L-P strategy in each

channel as the novel scheduling policy named L2L-AP, which is illustrated next.
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Figure 14 – Uplink schedules in the mth lap, including rise-time Rm,n, set-time Sm,n,
beginning time Bm,n, end time Em,n, and guard times (in blue). Devices 1
and 3 transmit in channel h = 1, while devices 2 and 4 transmit in channel
h = 2. The red arrows indicate the permutation operation.
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Source: The Author.

Example 4 Consider the case illustrated in Figure 14, with N = 4 devices. If the devices

were to be allocated in a single channel, using either SALSA-FCFS or L2L-P, it would

not be possible for all to transmit in the same satellite lap. However, assuming there

are two available channels, a more favorable allocation can be defined. Following the

L2L-A logic, since there are H = 2 channels, devices 1 and 3 would be in the first group

(they transmit in the first channel) and devices 2 and 4 would be in the second group

(they transmit in the second channel). But even with channel allocation devices 3 and 4

would not be able to transmit. However, if after L2L-A we apply the L2L-P approach in

each of the two channels, which leads to the L2L-AP algorithm, then the final allocation

is as illustrated in Figure 14, in which device 3 is the first one to transmit in channel 1,

followed by device 1. In channel 2, device 4 is the first to transmit, followed by device 2.

Algorithm 3 summarize the steps of the L2L-A and L2L-AP strategies, respec-

tively. The multi-channel approaches not only increase the number of uplink transmis-

sions by exploiting the multiple available channels, but also increases the benefits as-
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Algorithm 3 Multi-Channel LoRa-to-LEO Scheduling

Input:Rm,n, Sm,n, τ, δ, H;
Split the visible devices into H sub-groups;
Choose: L2L-A (a) or L2L-AP (b);
for each h ∈ H do

if (a) then

Allocate time windows Tm,n using SALSA-FCFS;
else if (b) then

Allocate time windows Tm,n using SALSA-FCFS;
Apply the L2L-P algorithm;

end if

end for

Output: Allocated time windows Tm per channel.

sociated with permutation since ordered and unsaturated use of each channel is more

efficient. This makes the L2L-AP approach very efficient in terms of uplink resources.

Remark 1: Note that the input of L2L-AP is the output of L2L-A. Then, L2L-AP

looks for potential uplink permutations to open up opportunities for unscheduled devices.

Therefore, L2L-AP never performs worse than L2L-A.

Remark 2: Given the orbit dynamics and the position of the devices, it may

happen that the visibility times set Vm can be decomposed into two or more disjoint

subsets. In such cases, the algorithms proposed in this section must be executed on

each of these subsets separately.

Remark 3: Note that the allocation of time slots could be carried out using an

optimization problem similar to that in (ÁLVAREZ et al., 2022). However, such a solution

is not scalable as it becomes prohibitive given the increase in its complexity with the

increase in the number of IoT devices. In this work, we focus on low-complexity and

highly efficient scheduling methods, which could be even executed on-board the LEO

satellite if necessary and if the network server is also implemented onboard.

3.3.3 Practical Considerations

For a practical implementation of the proposed method, the network server or

system coordinator must know the trajectory of the LEO satellite and the location

of the IoT devices. First, we note that satellite visibility can be predicted with great

accuracy using techniques from the perspective of either the LEO satellite (WANG,

H. et al., 2019; HAN et al., 2021; BAI et al., 2022) or the ground nodes (HAN et al.,

2017, 2018; GU et al., 2019). Furthermore, the location of the devices can be informed

to the network server during the installation and registration of each IoT device. For

example, the latitude and longitude information is an input of the popular The Things

Network server (THE THINGS NETWORK, 2023b). Therefore, the assumption of known

ground devices’ location and satellite trajectory on the network server is reasonable
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for scenarios with static IoT devices, thus constituting a constraint in the proposed

system model. Moreover, the computation of the scheduling times can be executed at

the Earth station and transmitted to the satellite, which then could inform the devices in

the downlink phase, using acknowledgment messages for class A or a synchronization

beacon for class B devices. Directly related to the above considerations, it is relevant

to mention that a hybrid emulation-based testbed with real LoRa devices using the

baseline FCFS SALSA strategy has been successfully tested (AFHAMISIS et al., 2022),

confirming its practical feasibility.

The network performance in DtS-IoT is vulnerable to potential wireless interfer-

ence, including mutual interference between users (ÁLVAREZ et al., 2022; TONDO et

al., 2021). Additionally, uplink transmission may be impacted by other sources. However,

Semtech studies (SEMTECH, 2020) have announced the feasibility of LPWANs co-

existing harmoniously with other high-power systems that generate frequency-selective

interference. In our focus, the efforts are directed toward enhancing uplink efficiency.

Finally, another potential issue of concern for practical deployments is that DtS-IoT

communications are susceptible to the Doppler effect (KODHELI et al., 2022) due

to satellite movement. However, recent experiments based on LoRa technology re-

vealed a minimum performance impact from the Doppler effect considering LEO satel-

lites (DOROSHKIN et al., 2019; ZADOROZHNY et al., 2022). Therefore, in line with

the related literature (AFHAMISIS; PALATTELLA, 2022; ÁLVAREZ et al., 2022; OR-

TIGUEIRA et al., 2021), we do not consider this effect in this work as its practical

implication should be minimal.

3.4 SIMULATION METHOD AND PARAMETERS

A computer simulation is deployed to evaluate the proposed scheduling methods

in a realistic DtS-IoT scenario, following the approach in SALSA (AFHAMISIS, MOHAM-

MAD AND PALATTELLA, MARIA RITA, 2022), where the location of the N devices is

randomly generated within a region. Then, we extract the location of each device on

the ground, in terms of latitude and longitude, using geocoders from the Python GeoPy

library (GEOPY CONTRIBUTORS, 2018). Satellite visibility times of IoT devices are

estimated using the Python Skyfield astronomy library (RHODES, 2023). This library

uses public data information in the Two-Line Element (TLE) set format, available from

the CelesTrack platform (CELESTRACK DATABASE, 2023), for determining the loca-

tions of the satellite according to the orbit and pointing time. Thus, the IoT devices are

deployed in the target area, their visibility times are determined in each satellite lap,

and the different scheduling strategies are evaluated. Such evaluation, analysis, and

visualization of the results are carried out in MatLab®.

In this work, we consider the region delimited by the borders of France for deploy-

ing the devices. France is well distributed in all directions, ranging around 1000 km north
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Figure 15 – Deployment of 250 IoT devices (blue circles) in France, covered by
LacunaSat-3.

Source: The Author.

to south and east to west, so the visibility times of the IoT devices may be considerably

different depending on the orbit dynamics. We consider different numbers of devices

spread over the target area, from N = 100 to N = 1000. Using the OpenStreetMap

library, Figure 15 illustrates one deployment of 250 devices in France. Moreover, we

consider the real orbit of the LacunaSat-3 LEO satellite, with a height of 500 km to

600 km from the Earth and a minimum elevation angle of 30◦, as in (LEYVA-MAYORGA

et al., 2020; AFHAMISIS; PALATTELLA, 2022), to determine the satellite footprint. In ad-

dition, we assume different numbers of channels, H ∈ {1, 2, 4, 6, 8}. Finally, the results

consider a period of 31 days in March 2023.

3.5 NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed scheduling methods.

Figure 16 shows the number of uplinks per lap for N = 1000 devices in the target area.

The red line indicates the number of visible devices per lap, which is also the upper

bound of the number of uplinks per lap. As expected, increasing the number of channels

allows more devices to transmit, while the margin by which L2L-AP outperforms L2L-A

increases with H too. Moreover, in laps with few visible devices but sufficient visibility

time, L2L-AP with H = 4 achieves almost the same performance as L2L-A with H = 6

channels. To understand this phenomenon, let us focus on lap m = 8. Although not
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Figure 16 – Number of uplinks per lap for N = 1000 devices and H ∈ {1, 2, 4, 6, 8}
channels.
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shown here, in this lap the set of visible IoT devices can be divided into two subsets of

disjoint visibility windows (see Remark 2), with similar numbers of devices per subset.

Moreover, the sum of the visibility times of both subsets in lap m = 8 (505 seconds)

is greater than the overall visibility time window of lap m = 1 (344 seconds), while the

individual visibility windows of the devices in lap m = 1 have a very large intersection.

Such scenarios with a large number of visible devices but somewhat limited visibility

time for their allocation, as in lap m = 1, can only be efficiently served when many

channels are available. That is why L2L-AP with H = 8 channels is very efficient,

allowing almost all visible devices to transmit in any lap. Additionally, the performances

of the L2L-P and FCFS scheduling strategies are illustrated in the red and black lines.

Figure 17 shows the average number of uplinks per lap, considering 10 different

deployments in the target area and N ∈ {500, 600, 700, 800, 900, 1000} devices. Note

that for N = 500, both L2L-A and L2L-AP have similar performance, between 300

and 400 uplinks. However, as the number of devices increases, the relative difference

between the strategies and the number of channels becomes more visible. In particular,

with N = 1000 devices and H = 8 channels, L2L-AP shows the best performance. Also

note that the number of uplinks does not match the total number of devices, because

the number of visible devices per lap is often less than the total number of devices in

the target area.
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Figure 17 – The average number of uplinks per lap as a function of the total number of
IoT devices.
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Note that FCFS in Figure 17 almost does not change its performance since

for this particular payload size, guard times, orbit parameters, and target region, the

maximum number of uplinks that SALSA-FCFS can schedule is less than 150. Con-

sidering only one channel, although the L2L-P method outperforms SALSA-FCFS in

each lap, the average number of uplinks does not modify significantly. Long transmis-

sion queues are generated in single-channel systems when multiple IoT devices enter

the satellite footprint simultaneously, which causes the maximum uplink capacity to be

reached quickly. Note that the upper bound of the number of uplinks of a channel in the

mth lap can be estimated by considering the minimum rise time and the maximum set

time of all the IoT devices, as well as the payload size and guard times, according to

(maxn (Sm,n) – minn (Rm,n)) /(2δ + τ). Therefore, increasing the number of IoT devices

will not lead to more transmission opportunities if the maximum capacity has already

been reached for the lap in question. In addition, we also analyzed the performance of

the proposed methods in terms of the system uplink efficiency, defined as the average

number of uplinks per visible device, as illustrated in Figure 18. The results comple-

ment those in Figure 17, confirming that the proposed approaches exploiting multiple

channels can considerably increase the uplink efficiency by approximately five times,

representing an improvement of about 80% in a dense scenario with 103 IoT devices.

Furthermore, Figure 18 also guarantees an uplink efficiency greater than 50%, applying
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Figure 18 – The average number of uplinks per visible device as a function of the total
number of IoT devices.
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the scheduling algorithms with four, six, and eight multiple channels.

Finally, we investigate the impact of the payload size on the performance of

the proposed methods. In Figure 19, we show the average number of uplinks per lap

for different numbers of channels, devices, and payload sizes. As expected, a smaller

payload size leads to a lower τ, so more uplinks can be scheduled within the visibility

time window. This effect is best appreciated in the case of H = 2 channels. We can see

that the advantage of the L2L-AP over L2L-A increases with the number of available

channels H, especially for larger payload sizes. Note that the average number of uplinks

per lap does not match the number of devices because not all devices are visible at all

laps due to the orbit dynamics and the position of the devices. In Figure 20, we show

the average number of uplinks per visible device that are scheduled when running L2L-

A and L2L-AP with two or six channels for different numbers of devices and payload

sizes. We can see that the proposed methods can achieve maximum efficiency in

several setups. The highest uplink efficiencies are achieved with small payload sizes

and the largest number of channels available. Finally, L2L-AP outperforms L2L-A in all

configurations.
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Figure 19 – The average number of uplinks per lap for L2L-A (left) and L2L-AP (right)
with two (top) and four (bottom) channels, considering different payload
sizes (2B, 32B, and 51B) and N ∈ {500,700,1000} IoT devices.
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Figure 20 – The average number of uplinks per visible device for L2L-A (left) and L2L-
AP (right) with two (top) and four (bottom) channels, considering different
payload sizes (2B, 32B, and 51B) and N ∈ {500,700,1000} IoT devices.
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3.6 FINAL CONSIDERATIONS

We presented two novel scheduling approaches to be used in a DtS-IoT network.

The L2L-A algorithm is particularly tailored to exploit multiple frequency channels effi-

ciently. Meanwhile, the L2L-AP algorithm incorporates the possibility of swapping the

time slots of already allocated devices, making room for new transmission opportuni-

ties. The numerical results demonstrate that the proposed methods can considerably

improve the uplink efficiency of DtS-IoT networks, even in dense scenarios.
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4 NON-ORTHOGONAL MULTIPLE-ACCESS STRATEGIES FOR DIRECT-TO-

SATELLITE IOT NETWORKS

This chapter introduces two novel uplink strategies for LoRaWAN-based DtS-IoT

networks, considering a detailed non-terrestrial fading model and assuming power-

domain NOMA for ground devices. The main goal is to improve the uplink scalability

without compromising the energy consumption and assuming no strict synchronization

among devices.

More specifically, the chapter starts with related work in Section 4.1. It then

describes the system model in Section 4.2 and introduces the proposed uplink strate-

gies in Section 4.3. Following this, Section 4.4 outlines the simulation parameters and

discusses the numerical results. Section 4.5 concludes with final considerations. Fur-

thermore, Table 8 provides a list of symbols used in this chapter. Finally, the content of

this chapter was published in (TONDO et al., 2024b).

4.1 RELATED WORK

In (ÁLVAREZ et al., 2022), the authors present and analyze several LoRaWAN

data rate optimization strategies for a DtS-IoT scenario. The devices know the satellite

trajectory, and based on the channel state information, can efficiently select the transmit

data rate. On top of that, several different approaches are proposed, including a cen-

tralized scheduling optimization based on a formal mixed integer linear programming

model. For this case, the authors assume a central network server with knowledge on

the device’s traffic pattern and packet size. The authors in (TONDO et al., 2023) intro-

duce a novel ALOHA-based traffic allocation strategy that achieves non-zero throughput

even under high traffic loads and also increases the system performance in terms of

energy efficiency. However, the method requires precise a priori knowledge of the traffic

pattern.

The work in (HERRERÍA-ALONSO et al., 2023) proposes that the transmis-

sion time of the devices is randomized within the visibility window instead of allowing

them to transmit as soon as there is a visible satellite. Moreover, the authors propose

adaptive schemes, where the devices choose to transmit or not based on some knowl-

edge about the network traffic. Although it shows improved throughput and success

probability, the algorithm relies on estimating the traffic load and the link success prob-

ability by using acknowledgments in the downlink. Even if the traffic does not vary

due to changes in the network (devices entering and leaving), satellite laps generate

different footprints with different devices in sight, considerably complicating practical

deployments/implementations of this approach.

The authors in (AFHAMISIS; PALATTELLA, 2022) propose SALSA, a time-

division multiple access scheduling scheme for LoRa to LEO satellites. It is assumed
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Table 8 – List of Symbols - Chapter 4.

Variable Description

r The received signal at the satellite
Pu Transmit power for device u

gu The path loss considering device u

hu Visible time interval for each device n during m satellite lap
su The modulated signal for device u

u Reference IoT devices covered by a LEO satellite
I Set containing all interfered devices transmitting simultaneously
w Additive White Gaussian Noise
B The respective bandwidth
F Noise figure for LoRa technology
σ Variance of the log-normal shadowing
α Elevation angle
µ Mean of the log-normal shadowing
λ Wavelength
β Variance of the log-normal shadowing
Io Zero-order modified Bessel function
C1 The first condition for successful decoding
C2 The second condition for successful decoding
Ψ SIR threshold defined by LoRa technology
γ SNR threshold defined by LoRa technology
M Number of successfully received messages at the satellite during the lap
b Payload size
c Speed of light
G Goodput
L Number of predefined received power level
Gt The transmitter antenna gain
Gr The receiver antenna gain
K Rice factor
R Radius of Earth
H The orbital height of the LEO satellite.
d The distance between IoT device and the LEO satellite
h Fading envelop
S Log-normal shadowing
E Energy efficiency

Source: The Author.

that the network server can estimate the satellite visibility windows for each device,

whose locations are known, and then allocate a transmission slot, through a downlink

communication, to selected devices. Moreover, to achieve higher capacity, the server

needs to know the traffic pattern of the devices to avoid assigning too many slots to

a device without much data to transmit. On a similar perspective, the work in (OR-

TIGUEIRA et al., 2021) proposes a LoRa DtS-IoT access scheme where the satellite

schedules transmissions for the devices. The whole procedure of satellite discovery
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Figure 21 – The DtS-IoT architecture consists of a gateway onboard a LEO satellite,
IoT devices spread over the target area, and the terrestrial backhaul.

Source: The Author.

and exchange of information is detailed. However, the request-to-transmit procedure

may lead to overhead signaling, especially in cases with several devices requesting

simultaneously. In the same line, the work in (TONDO et al., 2024a) proposes two novel

scheduling approaches for DtS-IoT with LoRa technology. The authors take advantage

of multiple frequency channels to significantly increase uplink efficiency. However, a

practical implementation requires the network server to know the device locations and

traffic patterns.

Meanwhile, the NOMA approach is advocated as a potential direction for sup-

porting 6G ubiquitous IoT (FANG; AL., 2021). An inherent issue in DtS-IoT is the high

number of potential collided messages when many IoT devices transmit randomly in

the uplink, compromising performance parameters such as scalability and energy ef-

ficiency (ORTIGUEIRA et al., 2021). Despite the efforts to address these problems

in satellite-based IoT networks, the current literature does not explore non-orthogonal

approaches using LoRaWAN protocols in DtS-IoT scenarios.
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4.1.1 Novelty and Contribution

This chapter introduces two RA strategies for LoRa DtS-IoT, Fixed Transmis-

sion Power (FTP) and Controlled Transmission Power (CTP) methods. The strategies

are designed such that transmissions from devices are received at the gateway with

pre-defined average power levels. Such power levels are set with a separation such

that two concurrent transmissions with different levels can be successfully decoded

by SIC with high probability. In FTP, the devices choose when to transmit, within the

visibility time window, to achieve one of the average power levels at the gateway. While

in CTP, devices adapt their transmit power to transmit in different positions within the

satellite visibility window, yielding one of the pre-determined average power levels at

the satellite. Unlike (ÁLVAREZ et al., 2022; HERRERÍA-ALONSO et al., 2023; AFHAMI-

SIS; PALATTELLA, 2022; TONDO et al., 2024a), the proposed schemes, FTP and CTP,

are not dependent on network traffic estimation or immediate feedback links. More-

over, our methods are agnostic to the positioning of the devices, while solutions in

(AFHAMISIS; PALATTELLA, 2022; TONDO et al., 2024a; ÁLVAREZ et al., 2022) re-

quire such knowledge. Different from (ORTIGUEIRA et al., 2021), we do not require

any scheduling handshake procedure before transmission. Numerical results show

the trade-off between goodput and energy efficiency for both proposed NOMA-based

schemes. Comparing with the regular ALOHA protocol for 100 (600) IoT devices over

France, we find goodput improvements of 65% (29%) and 52% (101%). Moreover, the

CTP strategy is shown to be more energy efficient than FTP and regular ALOHA.

4.2 SYSTEM MODEL

We consider an IoT network composed of N devices distributed within the target

area and under the coverage of a single LEO satellite. We assume that the IoT devices

use LoRa technology1 to transmit data packets to the satellite in orbit, which is equipped

with a SIC-enabled LoRa gateway, as seen in Figure. 21. Meanwhile, the terrestrial

backhaul consists of a ground station responsible for receiving the packets from the

satellite and forwarding them to a NS. For scope reasons, only the multiple access

segment is of interest in this work.

During the satellite visibility window, i.e., a visible orbit over the target area,

also termed lap, each IoT device transmits a single message with a payload of b

bytes. We assume that the LEO satellite often and periodically broadcasts beacons

to notify devices when they are under coverage. Suppose the reference IoT device
1 The LoRa technology (SEMTECH, 2015) is based on CSS modulation. Recently, LR-FHSS mod-

ulation was added as an alternative in the LoRaWAN specification(LORA ALLIANCE TECHNICAL
COMMITTEE REGIONAL PARAMETERS WORKGROUP. . . , 2022). There are interesting trade-offs
in terms of performance, time-on-air and energy consumption related to CSS and LR-FHSS modula-
tions (AN1200. . . , 2022). Due to its widespread use and rich literature, in this work we focus on CSS
LoRa modulation, but the extension of the proposed methods to LR-FHSS is relatively straightforward.
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Figure 22 – The ground-space geometry is described for the IoT device u as a function
of altitude H, distance d , elevation angle α, and radius of Earth R.
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u ∈ {1, 2, ..., U} transmits a message, then the received signal at the satellite can be

expressed as the sum of the attenuated transmitted signal, interference from the set I

containing all other devices transmitting simultaneously with u, and noise, as

r =
√

Puguhusu +
∑

i∈I

√

Pigihisi + w , (16)

where, for device u, Pu is the transmit power, gu is the path loss, hu is the channel fading

and su is the modulated signal. Moreover, Pi , gi , hi and si have the same meaning but

for the i-th interfering device, while w is Additive White Gaussian Noise (AWGN) with

zero mean and power σ2
w = –174+F +10 log10 B dBm, considering receive noise figure

F dB and bandwidth B Hz (SEMTECH, 2015). For the sake of clarity, in the following,

the superscripts u and i are dropped whenever there is no ambiguity.

The visibility window of each device occurs while the elevation angle between

the satellite and that device is above a threshold αmin. The visibility window consists of

two phases: first, the ascendant phase, where the elevation angle goes from minimum

to maximum (αmin → αmax), while in the descendant phase, it goes from maximum to

minimum (αmax → αmin). Moreover, as devices experience different maximum elevation

angles, they also experience distinct visibility windows given a satellite lap. The duration

of a visibility window for a given device is determined by the interval limited by the rise
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Table 9 – Non-terrestrial channel fading parameters K , µ, and σ as a function of eleva-
tion angle α (CORAZZA; VATALARO, 1994).

K (α) µ(α) σ(α)

K0 + K1α + K2α
2 µ0 + µ1α + µ2α

2 + µ3α
3 σ0 + σ1α

Coefficients for empirical formulas

K0 = 2.731

K1 = –1.0474 10–1

K2 – 2.7740 10–3

µ0 = –2.331

σ0 = 4.5

σ1 = –0.05

µ1 = 1.142 10–1

µ2 = –1.939 10–3

µ3 = –1.094 10–5

Source: The Author.

time and set time. The rise time happens when α = αmin during the ascendant phase,

while the set time occurs again when α = αmin, but during the descendant phase.

In Figure. 22, we illustrate a DtS-IoT link, showing the elevation angle and the

parameters required to calculate the distance between a device u and the satellite. The

distance is a function of the elevation angle α (ASAD ULLAH et al., 2024; MALEKI et al.,

2024)

d(α) =
[
√

(R+H)2 – (R cos(α))2 – R sin(α)
]

, (17)

where α is given in degrees, R = 6.378× 106 m is the Earth radius and H is the orbital

height of the LEO satellite.

We model the path loss using the free-space formula (RAPPAPORT, 2024)

g = GtGr

(

λ

4πd

)2
, (18)

where λ = c/f is the wavelength, c is the speed of light, f is the carrier frequency, and

Gt and Gr are the antenna gains at the transmitter and receiver, respectively.

4.2.1 Non-Terrestrial Fading Model

Due to the non-geostationary orbit, the elevation angle α changes with time,

modifying the relative channel conditions between a device and the satellite. There are

many available models in the literature (LOO, 1985; FONTAN et al., 2001; ABDI et al.,

2003; AKTURAN; VOGEL, 1995), such as Loo and Nakagami - m distributions that

can be used to characterize the fading in such setups, while works as (CHOI et al.,

2022; CORAZZA; VATALARO, 1994; LOPEZ-SALAMANCA et al., 2020) advocate that

Rice fading is an attractive approach for ground-to-space links. Inspired by (CORAZZA;

VATALARO, 1994), we model the fading envelope h as a combination of two processes
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fh(h|S) and fS (S):

fh(h) =
∫ ∞

0
fh(h|S)fS (S). (19)

First, fh(h|S) is the Rice probability distribution function (PDF) parameterized according

to the shadowing S, as (CORAZZA; VATALARO, 1994):

fh(h|S) = 2(K + 1)
h

S2
exp

[

–(K + 1)
h2

S2
– K

]

× Io

(

2
h

S
√

K (K + 1)
)

, (20)

where Io is the zero-order modified Bessel function (BELL, 2013) while K is the Rice

factor, the ratio between the power in the line-of-sight (LOS) component over the non-

line-of-sight components (NLOS). Moreover, we model the log-normal shadowing S

as (CORAZZA; VATALARO, 1994):

fS (S) =
1√

2πβσS
exp

[

–
1
2

(

ln S – µ
βσ

)2
]

, (21)

where β = (ln10)/20, µ and (βσ)2 are the mean and variance of the associated normal

variate. In Table 9, we list parameters K , σ, and µ as a function of the elevation angle for

a rural tree-shadowed environment (CORAZZA; VATALARO, 1994). Herein, a larger α

results in smaller σ and larger Rice factor K , i.e., increased channel LOS and better link

conditions. Note that the model in (CORAZZA; VATALARO, 1994) is based on actual

measurements.

4.2.2 Conditions for Successful Decoding

Following the literature on LoRa networks (MAHMOOD, A. et al., 2019; ÁLVAREZ

et al., 2022; HERRERÍA-ALONSO et al., 2023), we assume two conditions must be

met to guarantee successful decoding at the gateway. The first condition is that the

Signal-to-Noise Ratio (SNR) at the gateway must be above a threshold γ defined by

the LoRa technology (SEMTECH, 2015), which is a function of the spreading factor

(SF). Therefore, the received power must be high enough for the gateway to detect and

decode the message over the noise level. The SNR at the gateway given a transmission

of device u can be written as

SNRu =
Puguh2

u

σ2
w

, (22)

so that the first condition for successful decoding is

C1 = SNRu g γ. (23)
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The second condition states that the Signal to Interference Ratio (SIR) at the

receiver must be above the capture threshold ψ, which is fixed for a given technology

and it is well studied in the LoRa case (CROCE et al., 2018). The received power

of a given transmission must be sufficiently higher than the sum of the interference

(i.e., other transmissions happening at the same time). We express the SIR of a given

transmission as

SIRu =
Puguh2

u
∑

i∈I

Pigih
2
i

. (24)

Therefore, the second condition for successful decoding is

C2 = SIRu g ψ. (25)

In this work, we assume that once a collision between transmitted messages

happens, the gateway may be able to apply SIC and potentially recover them. For that

sake, besides meeting conditions C1 and C2, the messages must have been transmitted

using orthogonal pilots (or syncwords). This additional condition is to guarantee that the

gateway can, after decoding the stronger message, estimate the channel concerning

the stronger user, correctly reproduce what would be the received signal corresponding

to that transmitted message, remove its contribution from the overall received signal

(containing the collision of all messages), and then decode the message of the second

strongest user from the remaining signal. This process iterates until the weakest user

is decoded.

4.3 PROPOSED SCHEMES

In this section, we introduce two novel uplink strategies for DtS-IoT. Moreover,

we assume the IoT devices are empowered with a predictor of the satellite orbit. Given

this knowledge, a straightforward strategy would be to use plain ALOHA and let devices

transmit freely in their visibility windows. This is very simple to implement but may lead

to a large number of potential colliding devices, as several of them may have non-

zero intersection in their visibility windows. Another possibility would be to let devices

transmit in a given particular position, such as at the time instant corresponding to their

maximum elevation angle. This sounds reasonable, as this position corresponds to the

minimum distance concerning the satellite, leading to a large received power. However,

this strategy has the side effect of reducing the overall effective visibility window of the

satellite, increasing the collision probability.

A promising alternative may be one that lays between plain ALOHA and a strat-

egy with a single transmit opportunity per device. An option is to let devices transmit in

some positions spread within their visibility windows, so that due to their different geo-

graphical location it would be unlike to have a collision. Moreover, another interesting
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possibility is to consider power domain NOMA, while employing SIC at the gateway. In

such a case, more than one device may successfully transmit at the same time instant,

alleviating the issue with the plain ALOHA strategy. Next, we present two novel uplink

strategies that exploit the above ideas.

4.3.1 Fixed Transmit Power (FTP)

In the FTP strategy, the devices employ a fixed transmit power, while they choose

the transmit position2 within their visibility windows so that the average received power

at the gateway is Ll , for l ∈ {1, 2, . . . , L}, where L is the number of predefined received

power levels. This is accomplished by inverting (18), considering a fixed transmit power

P, obtaining

dFTP =
λ
√

PGtGr

4π
√

Ll

. (26)

Thus, with a fixed transmit power P, devices choose the appropriate time to transmit

such that their distance to the satellite dFTP results in the desired path loss, and con-

sequently, the desired target received power level. Note that, due to the symmetric

nature of the satellite orbit over a given region, there is a maximum of 2 × L possible

transmit positions for a device: L times during the ascending phase and L times during

the descending phase. The utilized transmit position should be randomly chosen by

the device within the possible positions. Furthermore, we assume that the power levels

have sufficient difference among them so that applying NOMA/SIC is possible, and that

each power level is associated with an orthogonal pilot, for the reasons mentioned in

Section 4.2.2.

Moreover, note that there is a relation between the distance and the elevation

angle, as given by (17). For orbits with low maximum elevation angle, a device may

not be able to achieve certain power levels, as they would required a high elevation

angle (reduced path loss) that is just not possible in that particular satellite lap for that

device. Finally, note that transmissions are subject to fading and shadowing, causing

the received power to deviate from the target power levels, so that SIC may fail if the

actual received power levels are not sufficiently apart.

4.3.2 Controlled Transmit Power (CTP)

The FTP strategy limits the transmissions to particular slots within the visibility

windows of each device, thus contributing to reduce collisions. However, it is vulnerable

to a potential contender device with a very similar distance to the satellite. To address

this limitation, the CTP strategy allows devices to transmit at any time during the orbit by
2 We refer to the transmit position within the trajectory of the LEO satellite, such as the initial position

(rise time) and the end position (set time).
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Figure 23 – Visibility windows from device u = 1 to device u = 10 in peach color tone,
and power levels: L1 (in blue) and L2 (in red). (a) In FTP, the devices
u ∈ {1, 3, 5} could generate both power levels in different opportunities
while the other devices could generate only L1. (b) In CTP, nearly the
entire visibility window can be exploited by the devices.
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Source: The Author.

adapting their transmit power, while respecting a maximum transmit power constraint,

therefore spreading more their transmissions within the visibility window while still em-

ploying NOMA. In this scenario, by rearranging (26) we find the required transmit power

to yield a given average received power at the satellite considering a particular position

within the visibility time window as

PCTP =
16π2d2Ll

λ2GtGr
. (27)

4.3.3 Performance Metrics

The performance of the proposed methods is evaluated in terms of two metrics,

the goodput G and the energy efficiency E . The goodput is defined as the average

number of successfully received bytes at the satellite per lap (bytes/lap)

G =Mb, (28)

considering the number of successfully received messages M f U at the satellite

during that lap and the number of bytes b per message.

The energy efficiency, in bytes/J, is the ratio between the goodput and the av-

erage transmit power P̄ used by the end devices during that lap, so that it can be

calculated as

E =
G

UP̄
. (29)
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Table 10 – Simulation Parameters.

Value Parameter
Maximum Transmit Power 14 [dBm] P

Transmitter Antenna Gain 0 [dBi] Gt
Receiver Antenna Gain 13.5 [dBi] Gr

Channel Bandwidth 125 [kHz] B

Carrier Frequency 868 [MHz] f

Time-on-Air 1.8104 [s] ToA
Payload size 20 [Bytes] b

Spreading Factor 12 SF
Sensitivity –137 [dBm] -
SNR Threshold –20 [dB] γ

SIR Threshold 1 [dB] ψ

Noise Figure 6 [dB] F
Source: The Author.

Finally, although the methods proposed here can be applied to any number of

power levels, in this work we constrain the application of SIC to only two power lev-

els due to practical reasons. With more SIC rounds, the complexity at the gateway

increases, the potential accumulation of residual interference can decrease the per-

formance of SIC, and the probability to meet conditions C1 and C2 for several SIC

iterations would certainly decrease considerably.

4.4 NUMERICAL RESULTS

In this section, we present numerical results to evaluate the trade-off between

the average number of successfully decoded transmissions and energy consumption

considering the regular ALOHA protocol and the proposed schemes. The simulation

parameters are listed in Table 10. Aiming at a realistic scenario, the device locations are

uniformly distributed over France according to geographic coordinates using the Python

GeoPy library (GEOPY CONTRIBUTORS, 2018). The distance between each device

and the gateway is estimated with the Skyfield astronomy library (RHODES, 2023).

Utilizing data from the CelesTrack platform (CELESTRACK DATABASE, 2023), this

public library fits information in the two-line element (TLE) set format to determine the

satellite’s locations based on its orbit and pointing time. More specifically, the satellite

visibility times allow us to compute the distance to the devices using (CELESTRACK

DATABASE, n.d.). Furthermore, we consider the real orbit of the LacunaSat-3 LEO satel-

lite, positioned at an altitude ranging from 500 km to 600 km above Earth (NANOSATS

DATABASE, 2020). As in (ÁLVAREZ et al., 2022; HERRERÍA-ALONSO et al., 2023),

we also assume a minimum elevation angle of 30◦. Moreover, following (AFHAMISIS;

PALATTELLA, 2022; HERRERÍA-ALONSO et al., 2023; TONDO et al., 2024a; OR-

TIGUEIRA et al., 2021), we consider the use of the most robust spreading factor.
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Figure 24 – The average number of successfully received bytes per lap as a function
of the number of IoT devices for the proposed FTP (in red) and CTP (in
green) schemes, as well as for regular ALOHA (in blue).
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We start by illustrating the behavior of the proposed multiple-access strategies.

Figure 23 shows a vulnerability analysis for U = 10 devices considering L = 2 power lev-

els. In both cases, the peach color tone represents the visibility windows at the point of

view of each device. Additionally, blue and red colors represent the time intervals during

which the device is able to generate power levels L1 and L2 at the satellite, respectively.

Figure 23a shows that, considering the FTP scheme, there are very specific intervals

of time that L1 or L2 could be received at the LEO gateway, depending on the distance

dFTP. Moreover, in the case of CTP shown in Figure. 23b, the IoT devices can more

effectively utilize the time window. In other words, selecting the required transmit power

PCTP, they can generate L1 or L2 at the satellite while transmitting at different positions

within the visibility time window, spreading their transmissions. Finally, note that only

devices u ∈ {1, 3, 5} can generate two power levels, consequently, the FTP scheme

allows for just four transmission opportunities, while CTP offers multiple opportunities

for the uplink. Note that, in CTP, if the device chooses to generate power level L1, then

it may transmit basically at anytime within the visibility window, but if it chooses L2, then

such interval considerably decreases. This makes CTP a midday between FTP (very

localized transmissions) and ALOHA (transmissions at anytime).

Next, Figure 24 shows the goodput of the proposed DtS-IoT schemes, FTP (in

red) and CTP (in green), as well as that of regular ALOHA (in blue) versus the number
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Figure 25 – The energy efficiency as a function of the number of IoT devices for the
proposed FTP (in red) and CTP (in green) schemes, as well as for regular
ALOHA (in blue).
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of devices and a payload of b = 20 bytes. For U = 100 devices, FTP achieves an

improvement of 65% (992 bytes/lap) over regular ALOHA (601 bytes/lap), while CTP

performs 52% (913 bytes/lap) better than ALOHA. Note that, as illustrated by Figure 23,

with a relatively small number of devices FTP has the advantage that collisions are less

frequent since the devices transmit only at particular intervals in the visibility windows.

However, as more devices appear in the satellite footprint, a large number of them have

similar positions, leading to similar transmit time within their visibility windows. This

issue increases the probability of collisions in FTP, so that CTP performs better for a

sufficient number of devices. In the case of Figure 24, this happens for U > 400. For

instance, in the case of U = 600, CTP and FTP achieve an improvement of 101% (341

bytes/lap) and 29% (220 bytes/lap) over regular ALOHA (170 bytes/lap).

To evaluate our proposed schemes in terms of energy efficiency, Figure 25

shows this metric versus the number of IoT devices U. Note that the CTP method offers

a significant advantage in terms of energy efficiency with respect to FTP and ALOHA.

With U = 100 devices, CTP provides a gain of 37% in terms of energy efficiency with

respect to FTP, while this gain is of 127% with respect to ALOHA. Moreover, CTP

outperforms FTP and ALOHA for all numbers of IoT devices, compensating the fact that

it is outperformed by FTP in terms of goodput for less dense networks. The advantage

of CTP in terms of energy efficiency comes from the fact that the devices can adapt their
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Figure 26 – Device count versus type of collision events considering U = 100 devices
for FTP (in red), CTP (in green) and ALOHA (in blue). The collisions are
classified as none, simple and multiple.
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transmit power (respecting a maximum transmit power constraint), leading to energy

savings, what is very desirable in IoT networks.

In order to better understand the goodput results, we classify the collision events

for U = 100 devices in Figure 26 as: (i) None, where the message was received without

collisions; (ii) Simple, where a collision was detected between two transmitted mes-

sages; and (iii) Multiple, where more than two messages were received simultaneously.

The number of collision events in each of the above three classes are shown for FTP

(bars in red), CTP (bars in green) and ALOHA (bars in blue). Moreover, the fraction

of each bar filled in gray represents the collided messages that could not be decoded.

For simple events, the satellite gateway can decode FTP and CTP messages if, and

only if, they have different power levels (i.e, one message was received with power L1

and the other with L2). Figure 26 shows that FTP has 38.92 events of the type “none”

per lap in average, more than the other methods, but also has more successfully de-

coded messages with simple collisions (10.68 events per lap in average). Consequently,

FTP achieves the largest goodput (38.92 + 10.68 successfully decoded messages of

20 bytes each, leading to 992 bytes/lap) among all for U = 100 devices. Moreover,

Figure 27 shows the same illustration but for U = 600 devices, where the number

of multiple collided messages considerably increases for all methods. Moreover, CTP



Chapter 4. Non-Orthogonal Multiple-Access Strategies for Direct-to-Satellite IoT Networks 88

Figure 27 – Device count versus type of collision events considering U = 600 devices
for FTP (in red), CTP (in green) and ALOHA (in blue). The collisions are
classified as none, simple and multiple.
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presents many more events of the type “none” than FTP and ALOHA, leading to a

larger goodput. In denser networks, it is more relevant to distribute the transmissions

in larger time intervals as CTP does, what can be seen as a midway between what

ALOHA does (the device is free to transmit at anytime within the visibility window) and

what FTP does (the devices are allowed to transmit at only very particular points in the

trajectory).

4.5 FINAL CONSIDERATIONS

This work presented two novel DtS-IoT multiple access schemes using power

domain NOMA. To explore particular positions of each IoT device within the visibility

time window, we propose power domain NOMA strategies, FTP and CTP, using either

fixed and controlled transmit power. We evaluated the goodput and energy efficiency

of both strategies and compared with regular ALOHA. The proposed methods greatly

outperform ALOHA in terms of goodput, with FTP performing better up to a number of

devices, while CTP performs better for denser networks. Moreover, in terms of energy

efficiency CTP showed to be superior for all numbers of devices.
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5 CONCLUSIONS

This thesis contributes to the global connectivity trend expected for future 6G net-

works, which includes the efforts to enhance resource allocation for IoT-based systems

covered by LEO satellites. We introduced a novel optimal traffic load allocation strategy

for Aloha-based IoT LEO constellations. The link between the cluster of IoT devices

and each satellite in the constellation was modelled by an erasure probability, following

the On-Off fading channel model. To maximize the achievable system throughput, we

proposed a low-complexity SCA-based technique.

Then, inspired by SALSA, we presented two novel low computational cost schedul-

ing strategies for DtS-IoT networks. As a first novelty, we introduce the LoRa-to-LEO

scheduling with permutation (L2L-P) of scheduled times. This strategy takes advantage

of the ability to change the scheduling order of the IoT devices within the visibility time

window and explores unused time by the previously proposed SALSA. Furthermore,

we presented the LoRa-to-LEO with Alternating channels (L2L-A), a strategy that ef-

fortlessly re-distributes the order of IoT devices to optimize the efficient utilization of

available channels. The numerical results showed that combining both strategies in

L2L-AP considerably improves the average number of uplinks.

Finally, we proposed two novel DtS-IoT schemes using power domain NOMA

in the uplink with either fixed (FTP) or controlled (CTP) transmit power. Using real

geographic location and trajectory data, we evaluated the performance of the average

number of successfully decoded transmissions, goodput, and energy efficiency as a

function of the number of network devices. Numerical results showed the trade-off

between goodput and energy efficiency for both proposed schemes. CTP effectively

leverages transmission opportunities as the network size increases, outperforming

the other strategies. Moreover, CTP shows the best performance in energy efficiency

compared to FTP and ALOHA.

5.1 FUTURE WORKS

The previously discussed elements demonstrate the relevance of the study of

energy efficiency in DtS-IoT scenarios and the potential impact of using this indicator

as a design metric for traffic load allocation strategies and medium access protocols

in satellite constellation networks. In this sense, aiming at future works, first note that

Chapter 2 currently assumes that the nodes always transmit their data packets, which

may not be optimal in a real scenario, where the decision not to transmit can be a way

to increase the system energy efficiency and extend the lifetime. Moreover, Chapter 3

only evaluates the permutation of scheduled times using multi-channels. A new method

could be proposed where the segmentation of transmitted messages is applied to

increase the average number of uplinks. Using the insights provided by Chapter 4,
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other multiple-access strategies that incorporate machine learning could be developed

to maximize successful decoded messages or energy efficiency. Furthermore, Table 11

summarizes potential research opportunities for each chapter.

Table 11 – Future investigation/possibilities for each chapter of this thesis.

System

Model
Future Investigation

Chapter 2
• Evaluate system throughput performance considering the imper-

fect knowledge of the IoT devices’ positions and different visibility
times for each IoT device;

• Consider device traffic characteristics, such as retransmissions,
to enhance the proposed approaches;

• Modify the optimization problem including the energy efficiency as
the performance metric. The instantaneous traffic load of some
devices may be set to zero at certain positions to improve energy
efficiency. However, fairness issues may arise and should be ade-
quately dealt with.

Chapter 3
• Analyze the segmentation of the payload to take advantage of

short unused times within a lap and the parallel transmission of a
message;

• A new scenario may involve multiple satellites covering the target
area. In this case, L2L-P and L2L-AP mechanisms could be fur-
ther explored to improve the number of uplinks or avoid message
collisions at the receiver side.

Chapter 4
• Explore the flexibility of our proposed protocols in adapting to en-

ergy constraints and awareness (typical of IoT setups), including
energy harvesting possibilities;

• Study of the impact of different payload sizes and data rates;

• Extend the proposed methods to consider the use of LR-FHSS
modulation.

Source: The Author.
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APPENDIX A – THROUGHPUT WITH DIFFERENT ERASURE PROBABILITIES

In this appendix, using the inclusion-exclusion principle (ROSEN, 2002) we can

determine the cardinality of the union of the sets of packets successfully received by

each satellite constellation position, therefore discounting the received multiplicities. So,

assuming Dm,k as a set that would contain the data packets successfully received by

the k th different satellite at the mth constellation position, we can generalize for K sets

as
∣

∣

∣

∣

∣

∣

K
⋃

k=1

Dm,k

∣

∣

∣

∣

∣

∣
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(–1)|J|+1
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∣

∣

∣

∣

∣
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j∈J

Dm,j

∣

∣

∣

∣

∣

∣

, (30)

where J is a set with indexes of the subsets whose intersection must be evaluated. Note

that the above expression does not admit a simplification step applied in (MUNARI

et al., 2021), which requires the setup to be symmetrical. In our particular case, as

the erasure probabilities are different, the ordering (or numbering) of the satellites and

constellation topology are relevant 1. In addition, it is fundamental to know
∣

∣

∣

⋂

j∈J Dm,j

∣

∣

∣
,

the cardinality of the intersection of the sets of packets successfully received by a

subset J ¦ {1, . . . , K } of satellites with cardinality |J| in m constellation position.

After the realization of many time-slots N, the average number of packets jointly

received by |J| satellites is
∣
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∣

⋂

j∈J Dm,j

∣

∣

∣
= N

∑∞
u=0 qm,k (u) P [U = u]. Thus, the average

number of data packets successfully received at the k th satellite in a given time slot in

the mth constellation position is
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. (31)

1 For instance, for the case of three sets Dm,1, Dm,2, and Dm,3 at mth constellation position, we can
determinate the number of different received packets as: |Dm,1 ∪Dm,2 ∪Dm,3| = |Dm,1| + |Dm,2| + |Dm,3| –
|Dm,1 ∩ Dm,2| – |Dm,1 ∩ Dm,3| – |Dm,2 ∩ Dm,3| + |Dm,1 ∩ Dm,2 ∩ Dm,3|
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APPENDIX B – INTELLIGENT TRAFFIC LOAD DISTRIBUTION - (ITLD)

In this appendix, we explain the ITLD strategy summarized in Algorithm 4 below.

Assuming a uniform load distribution, the total traffic load, GT , to be offered during a

complete lap of the satellite constellation, can be written as

G
(u)
m =

GT

M
, (32)

where G
(u)
m , m ∈ {1, ..., M}, is the traffic load uniformly distributed per position.

The load factor Qm is the proportion each constellation position contribute to the

overall throughput. So, when the traffic load is uniformly distributed we can write the

load factor as:

Qm =
Tm

(

G
(u)
m

)

∑M
m=1 Tm

(

G
(u)
m

)

. (33)

Following the hypothesis that higher performing positions can successfully take on

higher traffic load, we propose to use this load factor as the appropriate weight to

conveniently distribute the traffic load in a simple and effective manner. Then, the non-

uniform traffic load, per position, is defined as follows:

G
(nu)
m = Qm GT . (34)

The overall system throughput considering either the uniform or the non-uniform distri-

bution is computed as

T (x) =
M
∑

m=1

Tm
(

G
(x)
m

)

, (35)

where x = {u, nu} in the case of uniform or non-uniform distribution strategy, respectively.

By its turn, ITLD selects the traffic load distribution as

G
(ITLD)
m =

{

G
(nu)
m if T

(nu)
m > T

(u)
m

G
(u)
m if T

(nu)
m < T

(u)
m

, (36)

so that the ITLD throughput is

T
(ITLD)

T
= max (T (u)

T
, T (nu)

T
). (37)

Finally, Algorithm 4 describes the implementation of the ITLD algorithm.
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Algorithm 4 ITLD - Intelligent Traffic Load Distribution
1: According to the satellite spacing s, obtain the number of positions M;
2: Evaluating (32), compute the uniform traffic load distribution per position G

(u)
m ;

3: For G
(u)
m , calculate the throughput per position Tm with (4);

4: Determine the overall throughput with uniform load distribution,T (u)
T

=
∑M

m=1Tm
(

G
(u)
m

)

;
5: Find the load factor Qm in each position using (33);
6: Following (34), compute the non-uniform traffic load distribution per position G

(nu)
m ;

7: Repeat step 4 now to find Tm with G
(nu)
m for the proposed strategy;

8: Determine the overall throughput with non-uniform load distribution T
(nu)

T
=

∑M
m=1 Tm

(

G
(nu)
m

)

;

9: If T (nu)
m > T

(u)
m , then Gm = G

(nu)
m . Else, Gm = G

(u)
m . Thus, TT = max(T (nu)

T
, T (u)

T
).
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