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"The machine does not isolate man from the great problems of nature
but plunges him more deeply into them."

Antoine de Saint-Exupéry (1900-1944)



RESUMO

Entre as principais estratégias definidas para proporcionar a descarbonização da eco-
nomia global, definidas no âmbito do Acordo de Paris em 2015, está a progressiva
eletrificação do setor energético em um horizonte de poucas décadas, com a substi-
tuição da geração termelétrica convencional, altamente dependente de combustíveis
fósseis, por fontes renováveis. Como consequência, prevê-se uma demanda de solu-
ções de armazenamento de energia em grande escala para possibilitar a integração
de fontes de geração intermitente e garantir suprimento de energia seguros e estáveis.
Inserido nesse contexto, este estudo foca na comparação de arranjos de armazena-
mento de calor sensível empregados em usinas heliotérmicas (Concentrated Solar
Power – CSP), apontadas como uma tecnologia que desempenhará um papel impor-
tante na transição energética. Para isso, foram realizadas simulações computacionais
em um horizonte anual, por meio do software EBSILON Professional, considerando
plantas CSP com coletores de calhas parabólicas (Parabolic Trough Collectors – PTCs)
com capacidade útil de 125 MWe, localizadas em Bom Jesus da Lapa (BA). Essas
simulações visaram estimar o desempenho de quatro configurações de usina: as duas
primeiras, com campo solar convencional, utilizando óleo sintético como fluido de trans-
ferência de calor (Heat Transfer Fluid – HTF), sendo uma com sal fundido como fluido
de armazenamento térmico (Heat Storage Medium – HSM) empregado em um sis-
tema indireto de duplo tanque (I2T), e outra sem capacidade de armazenamento; já
as duas últimas, com na configuração de aquecimento direto de sais fundidos (Direct
Molten Salt – DMS), empregando sal fundido como HTF, com uma alternativa tam-
bém empregando-o em um sistema de armazenamento direto de duplo tanque (D2T),
e outra sem capacidade de armazenamento. Em seguida, realizou-se uma análise
paramétrica entre combinações de múltiplo solar (Solar Multiple – SM) e capacidade
do sistema de armazenamento de energia térmica (Thermal Energy Storage – TES)
para obter o menor custo nivelado de energia (Levelized Cost of Energy – LCOE) em
cada arranjo. Para a configuração com óleo térmico e I2T, o menor LCOE foi de 16,77
¢USD-1, para um SM de 2,04 e capacidade de armazenamento de 2,42 h. Já sem
armazenamento, esse custo foi de 17,14 ¢USD-1, para um SM de 1,74. Por sua vez,
na configuração com sal fundido e D2T, o menor LCOE foi de 14,18 ¢USD-1, obtido
para uma planta com SM de 3,00 e TES de 12,00 h, enquanto sem armazenamento
esse valor foi de 17,38 ¢USD-1, para um SM de 1,76. Tais resultados apontam grandes
benefícios econômicos provenientes da utilização de sistemas de armazenamento de
energia em centrais heliotérmicas, como a redução do LCOE e incremento da gera-
ção anual, fator de capacidade e receita, em detrimento de um maior custo de capital
(Capital Expenditure – CAPEX). Além disso, ao comparar os arranjos de armazena-
mento de calor sensível, a alternativa D2T se destaca, com maior fator de capacidade
e eficiência, uma vez que sua configuração otimizada apresenta maior capacidade de
armazenamento a um menor LCOE que a alternativa I2T, indicando que o uso com-
binado de sal fundido como HTF e armazenamento na configuração D2T apresenta
potencial para proporcionar uma maior competitividade para as usinas heliotérmicas
de calhas parabólicas.

Palavras-chave: Energia solar concentrada. Armazenamento de energia térmica. Co-
letores de calhas parabólicas. Simulação quasi-dinâmica. Análise paramétrica. Termo-
economia.



RESUMO EXPANDIDO

Introdução

Para cumprir as metas do Acordo de Paris, as emissões de dióxido de carbono re-
lacionadas à geração de energia precisam ser reduzidas em, pelo menos, 3,8% até
2050. Esse esforço requer uma mudança significativa nas atuais políticas energéticas,
exigindo desde a rápida implementação de fontes de energia renovável até a descarbo-
nização de processos industriais e de modais de transporte de cargas e passageiros,
bem como uma mudança de padrões de consumo da sociedade. Como grande obs-
táculo para a primeira medida, há uma grande dependência das condições climáticas
dentre tais tecnologias. Portanto, tanto a diversificação da capacidade instalada como
a larga introdução de sistemas de armazenamento de energia são vitais para conciliar
tal geração com a demanda mundial de energia.

Como consequência, o armazenamento de energia estará no centro da transição
energética, prestando serviços em toda a cadeia de valor energético. A capacidade
de armazenamento de energia possibilita sincronizar a disponibilidade de energia com
a demanda na rede. Com as elevadíssimas participações de energia eólica e solar
previstas para as próximas décadas, o armazenamento torna-se crucial para suavizar
as flutuações diárias e sazonais no fornecimento de energia (IRENA, 2017).

Dentre as soluções de armazenamento de energia, destacam-se sistemas de armaze-
namento térmico (Thermal Energy Storage – TES); devido ao seu reduzido impacto
ambiental e à boa interação com a energia heliotérmica (Concentrated Solar Power –
CSP), eles apresentam um elevado potencial de desenvolvimento. Com sua capaci-
dade de fornecer energia renovável despachável, as usinas CSP podem desempenhar
um papel significativo na facilitação de participações cada vez mais elevadas de fontes
intermitentes de energia (IRENA, 2019). Apesar disso, os custos dessa tecnologia
ainda são um obstáculo: a geração heliotérmica tem o mais alto custo nivelado de
energia dentre as renováveis.

Neste contexto, o presente estudo desenvolve a modelagem de plantas CSP de ca-
lhas parabólicas (Parabolic Trough Collectors – PTC) para Bom Jesus da Lapa (BA),
uma localidade com clima semiárido no Nordeste brasileiro. Foram estudadas dife-
rentes configurações de armazenamento de energia térmica, focando na análise de
sua influência no desempenho técnico e econômico da usina, e avaliando a influência
dos parâmetros de projeto no custo nivelado de energia (Levelized Cost of Energy
– LCOE) e no fator de capacidade (Capacity Factor – CF). Dentre as configurações
estudadas estão plantas PTC convencionais e leiautes com de uso direto de sais fun-
didos no campo solar (Direct Molten Salt – DMS), ou seja, que utilizam óleo sintético e
sal fundido no campo solar, respectivamente. Quanto ao sistema de armazenamento,
foram estudadas plantas com sistemas de armazenamento indireto de duplo tanque
(I2T) e direto de duplo tanque (D2T), bem como casos especiais sem capacidade de
armazenamento.



Objetivos

Este trabalho se concentrou em investigar os benefícios do uso de sistemas de ar-
mazenamento de calor sensível em centrais heliotérmicas, bem como em avaliar a
influência do tipo de fluido de transferência de calor (Heat Transfer Fluid – HTF) e das
alternativas de integração de sistemas de armazenamento de energia no desempenho
técnico e econômico de tais empreendimentos. Para isso foram traçados os seguintes
objetivos específicos:

a) Dimensionar, modelar e simular plantas heliotérmicas com coletores de calhas para-
bólicas utilizando sistemas de armazenamento de calor sensível baseados em sais
fundidos como meio de armazenamento, além de considerar leiautes de integração
direta e indireta do sistema de armazenamento, bem como utilizando óleo sintético
e sais fundidos como fluido de transferência de calor;

b) Investigar a influência da parâmetros de projeto no desempenho termoeconômico
das plantas e obter as configurações mais competitivas através de uma análise para-
métrica para diferentes dimensões de campo solar e capacidade de armazenamento
de energia;

c) Obter as especificações de cada alternativa que proporcionam o menor custo nive-
lado de energia;

d) Comparar o desempenho técnico e econômico das diferentes plantas selecionadas.

Metodologia

A fim de realizar tais comparações, modelou-se quatro arranjos de usinas heliotérmicas
de calhas parabólicas: topologia (i) – planta com óleo sintético como HTF e sal fundido
como meio de armazenamento de calor (Heat Storage Media – HSM), empregado
em um sistema de armazenamento na configuração I2T; topologia (ii) – planta com
óleo sintético como HTF e sem capacidade de armazenamento; topologia (iii) – planta
com sal fundido como HTF e HSM, com sistema de armazenamento na configuração
D2T; topologia (iv) – planta com sal fundido como HTF e sem capacidade de arma-
zenamento. A modelagem das plantas deu-se no software EBSILON Professional por
meio de simulações de séries temporais com resolução temporal de uma hora. O local
selecionado foi Bom Jesus da Lapa (BA), a localidade brasileira com a maior irradiação
direta normal anual registrada, 2198 kWh m-2, acima dos 2000 kWh m-2 muitas vezes
indicados como limiar de viabilidade técnica para plantas de geração heliotérmica. Na
modelagem das plantas empregou-se a metodologia do ponto de projeto, a qual pro-
porciona uma inter-relação entre a capacidade do bloco de potência, a capacidade de
armazenamento e a extensão do campo solar, calculadas em regime permanente para
uma condição específica da planta, neste trabalho selecionado o meio dia solar para o
solstício de verão do hemisfério Sul.

Nessas condições, a equação característica dos coletores foi utilizada para estimar a
dimensão do campo solar necessária para suprir a demanda de um bloco de potência
com capacidade útil de 125 MWe. A estimativa da massa de fluido de armazenamento



necessária em cada planta baseia-se na diferença de entalpia entre os tanques quentes
e frio, bem como na duração dos seus ciclos carga e descarga.

Após essas etapas, empregou-se uma análise paramétrica entre as combinações de
múltiplo solar Solar Multiple – SM e autonomia do sistema de armazenamento de
energia para obter o menor LCOE em cada topologia. Variou-se o SM entre 1 e 3 com
intervalo de 0,25; já a capacidade de armazenamento foi variada 1 e 12 horas para
as topologias (i) e (ii), com intervalo de uma hora, enquanto para as topologias (ii) e
(iv) variou-se apenas o SM, uma vez que essas não apresentam armazenamento. O
conjunto de simulações resultantes de tal variação resultou em 234 simulações – 108
para a topologia (i), 9 para a topologia (ii), 108 para a topologia (iii) e 9 para a topologia
(iv).

Resultados

Os resultados das análises paramétricas indicam que os menores custos são obtidos
para configurações distintas das especificadas pelo método de ponto de projeto. Para
as plantas com óleo sintético, os menores LCOEs obtidos foram de 16,77 e 17,14
¢USD kWh-1 para SMs de 2,04 e 1,74; com capacidades de armazenamento de 2,42 e
0 horas, para as topologias (i) e (ii), respectivamente. Já ao analisar as plantas com sal
fundido como HTF, os menores LCOEs obtidos foram de 14,18 e 17,38 ¢USD kWh-1;
para os SMs de 3,00 e 1,76; com capacidades de armazenamento de 12 e 0 horas.

Por outro lado, na análise da utilização da capacidade instalada, as plantas com óleo
sintético como HTF apresentaram os maiores CFs, de 54.39% e 38.56%, para as con-
figurações com o maior SM avaliado (3,00), e capacidades de armazenamento de 7,72
e 0 horas, respectivamente. Para as plantas com sal fundido como HTF, os maiores
CFs foram de 60.45% e 38.56%, para SMs de 3.00 e capacidades de armazenamento
de 12 e 0 horas, respectivamente. A ausência de trocadores de calor no arranjo (ii)
deixa evidente, a maior temperatura e consequentemente maior densidade no armaze-
namento de energia, o que proporciona uma maior eficiência anual, 40% e 35% para
as topologias (iii) e (iv) em comparação com 31% e 29% para as topologias (i) e (ii),
respectivamente.

Considerações Finais

Este trabalho aborda de uma maneira pragmática o dimensionamento e a simulação de
sistemas de armazenamento de calor sensível aplicados a usinas heliotérmicas com di-
ferentes fluidos de transferência de calor (HTFs), tendo como finalidade a comparação
por um viés de termoeconomia entre plantas sem armazenamento e os dois principais
arranjos de armazenamento disponíveis comercialmente, um tema extremamente atual
e até o momento pouco explorado na literatura.

Com base nessa análise, foi realizado o dimensionamento, modelagem e simulação de
quatro plantas: duas com campo solar baseado em óleo sintético e em outras duas com



campo solar baseado em sal fundido, além da análise de ambos os casos utilizando ou
não sistemas de armazenamento. A simulação de tais arranjos de plantas se deu em
um grande intervalo de múltiplos solares (SMs) e capacidades de armazenamento por
meio de uma análise paramétrica, que resultou na configuração mais economicamente
atrativa para cada topologia, tendo como base a métrica o LCOE.

Ao comparar tais configurações ideais, confirmou-se que o uso de sistema de armaze-
namento de calor sensível reduz o LCOE. Além disso, tal redução foi mais acentuada
quando sal fundido é empregado como HSM, enquanto essa redução é mais modesta
quando óleo sintético é utilizado. Já ao comparar o uso dos diferentes HTFs, verificou-
se que sais fundidos permitem alcançar maiores temperaturas no ciclo de potência, o
que traz ganhos de eficiência térmica e fotoelétrica da planta, bem como tornam des-
necessária a utilização de parte dos trocadores de calor entre os circuitos hidráulicos
do campo solar e do TES, aumentando o aproveitamento do calor armazenado. Com
maiores temperaturas, menos massa de HSM é requerida, também diminuído os inves-
timentos relacionados ao armazenamento. Notou-se também que, para a maioria das
topologias, a configuração que minimiza o LCOE difere da que maximiza o CF, ou seja,
apesar do incremento na área do campo solar e da capacidade de armazenamento
da planta proporcionarem aumentos na geração de energia, eles também resultam
em maiores investimentos em coletores, absorvedores, tanques, fluidos, dentre outros
equipamentos. Em detrimento disso, nem sempre ao armazenar e gerar mais energia,
haverá uma redução em seu custo, sendo fundamental conciliar tais requisitos de pro-
jeto por meio de otimizações. Dessa forma, os resultados encontrados estão alinhados
com a tendência mundial de intensificação do uso de TES em usinas CSP e verificam
que o uso de sais fundidos tanto para a absorção da energia solar, quanto para o seu
armazenamento, são tecnologias promissoras para proporcionar maior competitividade
para CSP.



ABSTRACT

Among the main strategies defined to provide the decarbonization of the global econ-
omy, defined under the Paris Agreement in 2015, is the progressive electrification of the
energy sector, over the horizon of a few decades, with the replacement of conventional
thermoelectric generation, highly dependent on fossil fuels, by renewable sources. Con-
sequently, large-scale demand for energy storage solutions is expected to integrate
intermittent generation sources into the global energy matrix and ensure a secure and
stable power supply. In this context, this study focuses on the comparison of sensible
heat storage arrangements employed in CSP, pointed out as an important technology
in the energy transition. To this end, computer simulations were performed within an
annual time horizon, using EBISILON Professional, considering PTC CSP plants with a
net power of 125 MWe, located in Bom Jesus da Lapa (BA). These simulations aimed
to estimate the performance of four plant configurations: the first two, using thermal
oil as HTF, with and without molten salt as HSM, employed in a I2T system; the last
two, using molten salt in the solar field, and with and without a molten salt-based TES,
in a D2T layout. Then, a parametric analysis was employed between combinations of
SM and storage capacity to obtain the lowest LCOE in each arrangement. For the I2T
configuration with storage, the lowest LCOE was 16.77 ¢USD kWh-1, for an SM of 2.04
and TES with a storage capacity of 2.42 h. Whereas without storage, this cost was
17.14 ¢USD kWh-1, for an SM of 1.74. In the D2T configuration with storage, the lowest
LCOE was 14.18 ¢USD kWh-1, obtained for a plant with an SM of 3 and a TES of 8 h,
while without storage it was 17.38 ¢USD kWh-1, for an SM of 1.76. The results point to
large economic benefits from the use of energy storage systems in CSP plants, such as
reduced LCOE and increased annual power output, capacity factor, and revenue, at the
expense of higher CAPEX. When comparing the sensible heat storage arrangements,
the D2T alternative stands out, with a higher capacity factor and efficiency, since its
optimized configuration presents higher storage capacity at a lower LCOE than I2T,
indicating the combined use of molten salt as HTF and D2T as TES can provide greater
competitiveness for CSP.

Keywords: Concentrated solar power. Thermal energy storage. Parabolic trough col-
lector. Quasi-dynamic simulation. Parametric analysis. Thermoeconomics.
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1 INTRODUCTION

Energy plays a significant role in economic prosperity and society’s living stan-
dards. With the advent of the Industrial Revolution in the second half of the eighteenth
century, anthropic activities became more and more dependent on fossil fuels to fulfill
their ever-growing energetic needs. As a result, greenhouse gases have been dis-
charged into the atmosphere at an unprecedented rate in history.

According to IPCC (2021), each 1000 GtCO2 released into the atmosphere is
likely to cause a 0.45±0.18°C increase in global surface temperature (see Figure 1.1).
To date, yearly emission rates are about 35 GtCO2 and 49 GtCO2e (1) for all GHGs
(see Figure 1.2), accounting for a cumulative amount of 2424 GtCO2, contributing to
disruptions in Earth’s climate and sea-level rise, as well as severe threats to fauna,
flora, and human health. Nonetheless, they need to reach net-zero to mitigate global
warming rapidly.

In line with the Kyoto Protocol, signed in 1992, state parties commit to reduce
GHGs emissions based on the consensus that global warming is occurring due to
human-made actions. More recently, in the Paris Agreement, signed at COP21, stricter
agreements were reached to limit the warming up to 2°C above pre-industrial levels. In
this event, 196 representatives of UN member states committed to establishing rigid
decarbonization actions.

Figure 1.3 shows the possible paths of annual energy-related CO2 emissions
and reductions according to three scenarios delineated by IRENA (2020a): the baseline
energy scenario (indicated by the orange line); the planned energy scenario (yellow
line); and the transforming energy scenario (blue line). Large-scale electrification and
shift to renewables could deliver three-quarters of those reductions (IRENA, 2020a).

Energy-related carbon dioxide emissions need to be reduced by at least 3.8%
per year from now until 2050 to set the world on a pathway towards meeting the aims of
the Paris Agreement. Nevertheless, trends over the past years show annual growth of
1.3% in CO2 emissions. If this pace were maintained, the planet’s carbon budget would
be largely exhausted by 2030, setting the planet on track for a temperature increase of
3°C or more by the end of the century, as represented in the baseline energy scenario.
Despite that, several countries have made efforts to implement policies and revise their
targets in line with the higher deployment of clean energy technology. Most of the efforts
and ambition are oriented towards increasing renewable power generation capacities,
followed by energy efficiency improvement targets and a subsequent rise in electrified
transport and heat applications (IRENA, 2020a).

Supposing the current pledges are met, the energy-related CO2 yearly emissions
are expected to increase until 2030, before dipping slightly by 2050 to just below today’s
(1) GtCO2e stands for gigaton (1×106 kg) of carbon equivalent, accounting for all all greenhouse gases

(GHGs).
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Figure 1.1 – Average global surface temperature increase due to CO2 emissions
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Top panel: Historical data (thin black line) shows observed global surface temperature increase in °C since 1850–
1900 as a function of historical cumulative carbon dioxide (CO2) emissions in GtCO2 from 1850 to 2019. The grey 
range with its central line shows a corresponding estimate of the historical human-caused surface warming (see 
Figure SPM.2). Coloured areas show the assessed very likely range of global surface temperature projections, and 
thick coloured central lines show the median estimate as a function of cumulative CO2 emissions from 2020 until 
year 2050 for the set of illustrative scenarios (SSP1-1.9, SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5, see Figure 
SPM.4). Projections use the cumulative CO2 emissions of each respective scenario, and the projected global 
warming includes the contribution from all anthropogenic forcers. The relationship is illustrated over the domain of 
cumulative CO2 emissions for which there is high confidence that the transient climate response to cumulative CO2 
emissions (TCRE) remains constant, and for the time period from 1850 to 2050 over which global CO2 emissions 
remain net positive under all illustrative scenarios as there is limited evidence supporting the quantitative 
application of TCRE to estimate temperature evolution under net negative CO2 emissions.
Bottom panel: Historical and projected cumulative CO2 emissions in GtCO2 for the respective scenarios.
{Figure TS.18, Figure 5.31, Section 5.5}

Source: IPCC (2021).
Note: The five illustrative scenarios are referred to as SSP. The first index describes the socioeconomic
trends underlying the scenario, and the second to the approximate level of radiative forcing (in W m-2)
resulting in the year 2100.

level, as reflected in the planned energy scenario. Nevertheless, to limit the global
temperature well below 2 °C and towards 1.5 °C as per the Paris Agreement targets,
annual energy-related CO2 emissions would need to fall more than 70% from now until
2050, from 35 to below 10 GtCO2 (IRENA, 2020a).

This endeavor requires a significant shift at the energetic status-quo, ranging
from rapid deployment of renewable power generation capacities such as wind, PV,
and CSP, to deeper renewables-powered electrification of transport (e.g. (2), electric ve-
hicles) and heating (e.g., heat pumps), direct renewable heat use (e.g., SHIP, biomass),
energy efficiency (e.g., process improvement, thermal insulation of buildings), and in-
frastructure investment (e.g., power grids, flexibility measures such as storage) (IRENA,
2020a). According to IEA (2014).

As presented in Figure 1.4, nuclear energy and intermittent renewables present
(2) e.g. is short for exempli gratia that means "for example."
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Figure 1.2 – Annual carbon dioxide emissionsAnnual total CO₂ emissions, by world region
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smaller carbon footprints. Nevertheless, the latter accounts just for 10.7% and 29.0%
of energy and electricity generation, respectively, whereas the most significant share of
remaining is performed fossil fuels burning (see Figure 1.5) (RITCHIE; ROSER, 2020b).

The transforming energy scenario presented by IRENA (2020a) is focused on
energy-related CO2 emissions reductions, which make up around three-quarters of
global GHGs emissions (see Figure 1.6) (RITCHIE; ROSER, 2020a). According to it, a
climate-friendly pathway requires a reduction to 9.5 GtCO2 of remaining energy-related
emissions by mid-century (see Figure 1.3). Of the remainder, under one-quarter would
be emitted for electricity generation and transport, one-third in industry, 5% in buildings,
and 15% in other sectors. It can be performed by a mass deployment of renewables,
changing their share in the global energy mix from 11% in 2020 to 66% in 2050, with a
increase in their participation in the electricity mix from around 29% to 86% in the same
period Ritchie and Roser (2020b) and IRENA (2020a).

Beyond that date, further efforts will also be needed, and emissions will need
to reach net-zero. The solutions needed to these further reductions have yet to be
thoroughly analyzed, although some solutions are in sight. In the transport sector,
freight, air, and shipping could be decarbonized through a mix of electrification, biofuels,
carbon-neutral synthetic fuels, and green hydrogen. In industry, synthetic materials from
biomass and CO2 could replace petrochemical products. Zero-carbon steel and chemi-
cal industries would need to be achieved through a circular economy and hydrogen and
biomass feedstocks. Most buildings would need zero energy through high efficiency
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Figure 1.3 – Annual energy-related carbon dioxide emissions in different scenarios
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Note: The percentages account for the emissions reduction between scenarios due to a policy or
technology deployment.

and building-integrated renewables. Innovative and sustainable city and infrastructure
planning would need to become omnipresent.

Most renewable sources have a greater or lesser degree of dependence on
weather conditions, such as radiation to support solar plants, favorable winds for wind
generation, and rainfall to refilling hydroelectric reservoirs and irrigating crops for biofu-
els production. Therefore, to conciliate such generation with the world’s energy demand,
both the diversification of the installed capacity and the introduction of large-scale en-
ergy storage systems are vital.

Energy storage will be at the heart of the energy transition, providing services
throughout the energetic value chain. Electricity storage capacity can reduce constraints
on the transmission network and can defer the need for significant infrastructure invest-
ment. Along with providing multiple services and user benefits, an electricity storage
project can unlock multiple revenue streams by synchronizing energy dispatch and
peak demand. With the very high electricity shares of wind and solar power expected
beyond 2030 (70-80% in some estimates), the need for energy storage becomes crucial
to smooth daily and seasonal fluctuations in energy supply (IRENA, 2017).

Although pumped hydro storage is the largest single source of electricity storage
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Figure 1.4 – Carbon footprint by energy source
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Figure 1.5 – Global energy and electricity mixes

Oil
33.1%

Coal
27.0%

Gas
24.2%

Hydro
6.5%

Nuclear
4.3%

Wind
2.2%

Other
1.7%

Solar
1.1%

Fossil fuel
84.3%

Renewable
11.5%

Low-emision
4.3%

(a) Energy mix

Coal
33.8%

Gas
22.8%

Hydro
16.8%

Nuclear
10.1%

Wind
6.2%

Oil
4.4%

Solar
3.3%

Other
2.7%

Fossil fuel
61.0%

Renewable
29.0%

Low-emision
10.1%

(b) Electricity mix

Source: Elaborated using Matplotlib (HUNTER, 2007) with data from Ritchie and Roser (2020b).
Note: Other renewables include biomass, biofuels, geothermal, wave and tidal energy.

capacity today, it is a mature technology with site-specific cost. As a result, there is little
potential to reduce the total installed cost from a technology perspective. Among the
remaining storage solutions, hydrogen, BES, and TES stand out (IRENA, 2017).
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Figure 1.6 – Greenhouse gases emissions by economic activity
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Most hydrogen is produced by steam reforming of natural gas, partial oxidation
of methane, and coal gasification, as it emits GHGs, it is called gray hydrogen. The
blue variety is made similarly, but carbon capture technologies prevent GHGs releases.
Turquoise hydrogen is produced via methane pyrolysis. In contrast, green hydrogen
results in zero carbon emissions. It is produced using water electrolysis powered by
renewables, therefore being pointed out as an essential alternative for decarbonization
(IRENA, 2020b).

These technologies provide a high storage density, facilitating energy transport
and stocking. Therefore, it is feasible to replace fossil fuels in economic sectors in which
electrifying is challenging, such as maritime and air transport (see Figure 1.7). Due to all
these characteristics, it already accounts for many underway initiatives for large-scale
deployment (IRENA, 2020b).

Besides that, batteries are considered one of the most suitable approaches for
energy storage. BES systems are developing rapidly with falling costs and improving
performance. By 2030, the installed costs of battery storage systems could fall by
50-66%. Extensive research exists for different technologies and applications of BES;
however, they have not yet reached economic feasibility for large-scale installations
(AKINYELE; RAYUDU, 2014), and their environmental impacts remain a significant
challenge that still requires development (IRENA, 2017).

Similarly, TES systems can store heat or cold to be used later, involving three
basic steps: charge, storage, and discharge, giving a complete storage cycle. Their
primary use is to overcome the mismatch between energy generation and energy use,
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Figure 1.7 – Green hydrogen production, conversion and end uses
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FIGURE 1.1  Green hydrogen production, conversion and end uses across the energy system
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especially in solar thermal applications (CABEZA, 2021).
As technical and economic problems and risks are reduced through proven per-

formance, TES is expected to be accepted as an attractive option in the industrial
and commercial sectors that will lead to ensuring energy security, increasing energy
efficiency, and environmental benefits. TES has been identified as a method for substan-
tially reducing peak electrical demands, an important feature to lessen power shortages
in the future. In addition, TES provides a potentially economic means of using waste
heat and climatic energy resources to meet a significant portion of our growing needs
for heating and cooling, especially for industrial facilities and commercial buildings.
Environmental benefits also follow TES in many applications (DINÇER; ROSEN, 2011).

The combined use of concentrating solar collectors and heat engines enables
thermal, mechanical, and electrical energy harnessing from the Sun. Different from
other renewables, with CSP, there are no complicated silicon manufacturing processes,
as in PV modules; no deep holes to drill, as in geothermal systems; and sky-high
structures that need constant maintenance, as in wind power. According to IEA (2014),
CSP plants avoided merely 8 MtCO2 during 2013. Yet, they can be responsible for
emission reductions up to 2.1 GtCO2 yr-1 in 2050.
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Moreover, in contrast to other intermittent renewables, CSP holds a distinguished
potential for TES integration. While the conventional design of solar plants is mainly
focused on high process efficiency, market requirements increasingly target operating
flexibility due to the continuing shift towards renewables.

Solar thermal energy technologies can also extract helpful heat to residential
acclimatization, water heating, and power low-temperature (bellow 150 °C) industrial
processes via flat plates and evacuated tubes (HAHN et al., 2017). On the other hand,
concentrating collectors enable higher operating temperatures, with applications, from
electricity generation, to supply heat for medium (between 150 and 400 °C) and high-
temperature (above 400 °C) industrial processes.

These industrial applications are commonly called CST or SHIP. They are of
high interest since a large part of industrial demand is thermal energy. This economic
sector holds great potential for decarbonization and integration with renewables. Hahn
et al. (2017) bring an in-depth analysis of such perspectives for the Brazilian economy.
The most suitable industrial niches for integrating solar thermal energy are beverage
and foods, paper and cellulose, chemical, and textile, all with great vapor demands in
low and medium temperatures. Furthermore, it was also concluded that there is a good
spatial correlation between appropriate DNI and industrialized areas, which provides
favorable conditions for this integration.

According to SolarPACES (2021), there are currently 113 operational CSP projects,
accounting for 6.4 GW, meanwhile in Brazil, there are no currently operational CSP
plants. Despite that, the country has invested in research activities involving this tech-
nology. As an example, it is possible to point out the pilot plants in the scope of the
Public Calls for R&D Projects 19/2015 by ANEEL, such as the Porto Primavera solar
thermal power plant, in Rosana (SP), without storage and with a rated capacity of 0.580
MW e (GAZOLI et al., 2018), and the Passo São João solar thermal power plant, in
Roque Gonzales (RS), with a power block rated capacity of 0.125 MW e and oil-based
direct thermocline storage, with 1.5 hours of capacity (MARTINS et al., 2020).

In the last decade, the weighted average LCOE of CSP plants fell by 68%,
from 34.00 ¢USD kWh-1 to 10.80 ¢USD kWh-1 (see Figure 1.8a). In the same period,
newly commissioned plants’ weighted-average CF increased from 30% to 42% (see
Figure 1.8b), with new CSP plants being built with improved technology and know-how.
Moreover, recent auction and PPA results suggest it can promote decreases into the
range of 7.00-8.00 ¢USD kWh-1, with potential for even further reductions (IRENA,
2021). With its ability to provide dispatchable renewable power, CSP could play a
significant role in facilitating ever-higher shares of variable solar and wind (IRENA,
2019).

Despite all these qualities, this technology costs are still an obstacle; CSP has
the highest LCOEs among renewables, as presented in Figure 1.8a). According to
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Figure 1.8 – Characteristics of newly commissioned utility-scale renewables
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Source: IRENA Renewable Cost Database

The global weighted-average capacity factors of hydropower and offshore wind were 
materially higher than those for CSP, onshore wind and utility-scale solar PV in 2010. 
With technology improvements, however, there is now little to sperate CSP, offshore 
wind and hydropower. Onshore wind remains somewhat below these three and solar PV 
remains the renewable power generation technology with the lowest capacity factor.

The situation is more nuanced when we look at the 5th and 95th percentiles of projects in 
the IRENA Renewable Cost Database, however. The 5th and 95th percentiles of onshore wind 
extend much further than for offshore wind and CSP. For onshore wind, the wide range of 
project-level capacity factors highlights that this technology's deployment is larger and more 
geographically diverse than that of CSP and offshore wind. This means that deployment 
occurs in a very heterogenous set of sites, with widely varying wind resource levels that are 
seeing different turbine technologies being deployed. It also serves to highlight again, the very 
low rates of deployment in CSP in 2020, with a very narrow range based on just two projects.

Figure 1.6 presents the LCOE trends for renewable power generation technologies between 
2010 and 2020. In addition to the dramatic fall in LCOE, the utility-scale solar PV LCOE 
curve declines remarkably smoothly; a function of the steady decline in global weighted-
average total installed costs and capacity factors for this technology. The global weighted-
average LCOE of utility-scale solar PV fell below that of CSP in 2011, that of offshore wind 
in 2014 and that of geothermal and bioenergy in 2019. The global weighted-average LCOE 
of utility-scale solar PV fell into the fossil fuel-fired cost range in 2015 and reached the 
lower end in 2020. The global weighted-average LCOE of onshore wind fell below that 
of geothermal in 2012, that of bioenergy in 2013 and that of hydropower, previously the 
cheapest source of new renewable power generation capacity in 2020. It fell below the 
cheapest new source of fossil fuel-fired electricity in 2018. 

(a) Levelized cost of energy
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RENEWABLE POWER GENER ATION COSTS 2020

The global weighted-average total installed costs of CSP and offshore wind remain 
higher than all their renewable counterparts, with the exception that since 2019, offshore 
wind has fallen below the global weighted-average total installed cost of geothermal 
power plants. With a fall of 50% between 2010 and 2020, the global weighted-average 
total installed cost of CSP plants have fallen faster than those of onshore wind. Given the 
global weighted-average total installed cost of CSP in 2010 was USD 9 095/kW, however, 
this reduction was not enough to see their costs drop below those of offshore wind, by 
2020.For offshore wind, between 2010 and 2020, global weighted-average total installed 
costs fell 32%, from USD 4 706/kW to USD 3 185/kW. The global weighted-average total 
installed cost peaked at USD 5 308/kW in 2013, representing a figure 41% higher than its 
2020 value. This cost reduction was sufficient to ensure that the global weighted-average 
total installed cost of offshore wind in 2020 was still around 30% lower than that of CSP.

Capacity factors by technology: 2010 to 2020

Figure 1.5 presents the trends in global weighted-average capacity factors between 2010 
and 2020. Bioenergy for power and geothermal power plants have the highest capacity 
factors. Geothermal projects are typically designed to achieve high lifetime load factors, 
although this necessitates significant investment over their lifetime to re-work production 
wells or drill new ones as the reservoir responds to the extraction and reinjection of 
fluids. The capacity factors of bioenergy plants depend heavily on the availability of 
feedstocks. Plants with steady year-round supplies (e.g., municipal solid waste plants 
and those utilising forestry product residues) can achieve capacity factors to rival those 
of geothermal plants. Those reliant on seasonal supplies of agricultural residues tend to 
have lower capacity factors. 
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Source: IRENA (2021).

IRENA (2012), the key areas in which cost reductions need to be achieved are:

• Solar field . Mass production and cheaper components, as well as improvements
in design, can help to reduce costs;

• Heat transfer fluid . New HTFs capable of reaching higher temperatures will help
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to improve storage possibilities and reduce costs. DSG and DMS are possible
breakthroughs to achieve that, with several prototypes being erected around the
world;

• Storage system. It is closely tied to the HTF, as higher temperatures, notably
from SPTs, will reduce the cost of storage;

• Power block . There is still room for cost reductions, although these will be more
modest than the other components once these components are already highly
mature.

In this context, the present study develops the modeling of CSP-PTC plants for
Bom Jesus da Lapa (BA) in the Brazilian Northeastern semi-arid region. First, different
TES configurations were studied, focusing on the analysis of their influence on the
plant’s technical and economic performance, analyzing the influence of design parame-
ters mainly on LCOE reductions and CF increases. Then, plants with conventional and
DMS configurations were analyzed, i.e. (3), running synthetic oil and molten salt at the
solar field, respectively. As for the TES, plants with I2T and D2T arrangements were
observed, as well as cases without storage capacity.

Among the analogous studies identified Montes et al. (2009a) and Marugán-
Cruz et al. (2019) stand out, being used as the basis for the procedures applied in this
work. The first describes a methodology to optimize the LCOE through a parametric
analysis for a 50 MWe CSP-PTC plant without storage, using oil as HTF, obtaining the
lowest LCOE of 15.71 USD kWh-1 (4) for an SM of 1.16. The second study conducted a
parametric analysis aiming to optimize the LCOE as a function of SM and TES capacity
for a CSP-LFR-DSG 50 MWe plant with a sensitive-latent storage system, located
in Seville, Spain. It was concluded without using storage, the smallest LCOE is 13.61
¢USD kWh-1, for an SM of 1.72. It is reduced to 13.44 ¢USD kWh-1 when using storage,
obtained for an SM of 1.99 and a storage capacity of 1.7 hours.

Another important study was carried by Lopes et al. (2021). A conventional PTC
plant (using synthetic oil as HTF with a I2T salt-based storage) was compared with
a facility in a DMS configuration with a D2T TES, both with a rated capacity of 50
MWe and 7.5 full-load hours of storage. Using SAM, the study investigated pressure
drops, heat transfer coefficients, anti-freezing solutions, costs, and power block design.
It was concluded: (1) the pressure drops in the solar field are smaller running molten
salts instead of thermal oil, thanks to higher operating temperature ranges; (2) HitecXL
molten salt leads to lower parasitics consumption than Therminol VP-1 and Solar Salt;
(3) a reduction of the LCOE from 17.48 ¢USD kWh-1, when running HitecXL, to 18.66
(3) i.e. is short for id est that means "in other words."
(4) Originally in euros. Converted considering the exchange rate of 1.00 EUR = 1.18 USD, referent to

September 2021.
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¢USD kWh-1 (5) using Therminol VP-1 as HTF; (4) simpler power block designs can
be considered for the higher operating temperatures of molten salts, resulting in higher
efficiencies and lower costs.

Although the optimization methodology of LCOE through parametric analysis
is widely applied in the literature, the present study differs by using this procedure to
compare alternatives of STES and HTFs used in PTC plants.

1.1 MOTIVATION

This work was developed under the research and development project of the
Brazilian Electricity Regulatory Agency (ANEEL) in association with CGT Eletrosul,
Facto Energy, and Eudora Energia, entitled "Development and implementation of a
0.25 MWe thermosolar power plant". It has as its primary objective the promotion of
academic research activities and the elaboration of technical reports about the potential
of CSP technology in Brazil.

In addition, the project foresees the construction of a pilot plant in the country’s
Southern region. Initially, it was planned to be installed in Laguna (SC). However, after
detailed studies, it was decided to relocate it to Roque Gonzales (RS), representing
a 20.7% increase in annual direct normal irradiation. Moreover, this location accounts
for the Passo São João hydroelectric complex; consequently, substation structures and
qualified personnel are already available, contributing to the project’s cost reduction.

That CSP plant was dimensioned with a PTC solar field, using thermal oil as HTF,
a power block with a nominal capacity of 0.25 MWe, and relies on a storage system to
supply the power block for 1.5 full-load hours. Due to manufacturing simplicity, low cost,
and small storage capacity design requirements, it was chosen. The TES configuration
is unconventional, using direct thermocline; it employs a single stratified tank where the
HTF is also used as HSM.

An oil-based TES was also employed in the first solar thermal plant with storage
capacity constructed in 1982, Solar One. However, after a fire in 1999, the system was
discontinued. It was later replaced by a salt-based system, which has become main-
stream ever since, enabling higher temperatures and system efficiencies (PALACIOS
et al., 2020). Since then, the use of thermal oil as HSM has fallen into disuse in CSP
plants and now cannot be found in operational plants (SOLARPACES, 2021).

In addition, it has been possible to identify a few studies directly comparing
the alternative TES configurations, such as salt-based thermoclines, I2T, and D2T. It
contrasts to the vast material comparing different solar field technologies (PTC, SPT
and LFR and PDC), as well as comparing CSP and PV plants. Because of this, the
present work was planned to fill this gap and provide data to better ground this kind of
(5) Similar to Footnote (4).
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decision.
In this regard, the present work compares two STES alternatives commercially

available for CSP plants, I2T and D2T combined with DMS, also comparing them with
layouts without storage for Bom Jesus da Lapa (BA), in the Brazilian semi-arid region.

1.2 SCOPE

Because of what was discussed in the previous sections, this work focuses on
evaluating the benefits of using sensible heat storage systems versus plants without
storage and evaluating the influence of storage alternatives on solar thermal energy
developments’ technical and economic performance. It was done aiming to attend the
following specific objectives:

• Size, model and simulate PTC-CSP with different STES;

• Investigate the influence of design parameters on the thermoeconomic perfor-
mance of the plants and obtain the configuration that provides the lowest LCOE
for each storage alternative through a parametric analysis;

• Interpolate the points of the parametric analysis in order to elaborate a charac-
teristic surface for each plant, involving SM, storage capacity and LCOE;

• Compare the technical and economic performance of the different selected
plants.

1.3 DOCUMENT STRUCTURE

This document has been organized into five chapters, starting with this intro-
duction. In Chapter 2 a literature review is done regarding CSP plants, focusing on
their operating principles, as well as on their development process over the years, the
description of the state of the art and future trends. It also contains a survey of the vari-
ous techniques of TES, with emphasis on the HSMs, its current state of development,
and applicability in CSP. That section also presents the fundamentals of simulations
and thermoeconomic analysis of CSP plants, which provides the basis for the metrics
chosen used in this study. In its final part, conclusions are drawn concerning the bibliog-
raphy and concepts analyzed. Chapter 3 describes the methodology applied in plants
modeling and thermoeconomic analyses. In that section, the CSP arrangements con-
sidered are detailed. At the end of the chapter, conclusions regarding the methodology
are presented. In chapter 4 the findings of the analyses of four arrangements of STES
in CSP plants are disclosed and discussed. Then, the main results are synthesized in
the final part of the chapter. Finally, chapter 5 presents the final considerations, as well
as recommendations for future work.
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This document also includes two appendices and one annex. Appendix A con-
tains a list of studies developed by the author throughout his Master of Science; Ap-
pendix B contains the results from the parametric analyses conducted for the CSP
plants.
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2 BACKGROUND AND LITERATURE REVIEW

This chapter aims to briefly introduce the main topics connected with this study,
making an overview of up-to-date enterprises and bibliographies. First, the main con-
cepts behind CSP technology are presented, giving relevance to its working principle,
HTF used, main characteristics, current progress around the world, and trends for fu-
ture developments. Then, TES systems are introduced and further explored, presenting
their different classifications and HSM used for solar thermal applications. After that,
an exploration of tools for simulating CSP plants is presented alongside relevant ther-
moeconomic variables definition. At the chapter’s end, a summary of the bibliography
explored is presented.

2.1 SOLAR ENERGY CONCEPTS

First, it is crucial to establish some nomenclature used throughout this work,
which are often misused in the literature. Radiation is a broad concept, which expresses
the transmission of energy through space via electromagnetic waves. On the other hand,
irradiance is the areal density rate at which radiation hits on a surface, usually expressed
in W m-2 and denoted by G. Its cumulative value over time is called irradiation, given
in J m-2. The irradiation for an hour and a day are expressed by the symbols I and H,
respectively (DUFFIE; BECKMAN, 2013).

The irradiance at the Earth’s TOA is called extraterrestrial irradiance (G0 or
GTOA). According to Spencer’s Equation (2.1), it fluctuates about 6.9% over the year
due to the elliptical trajectory described by Earth around the Sun. Its average over the
year is 1.367 kW m-2, traditionally called the solar constant (GSC).

G0

GSC
= 1.00011+0.34221 cosΓ+0.00128 sinΓ+0.000719 cos(2Γ)+0.00007 sin(2Γ) (2.1)

Γ =
2π(n − 1)

365
(2.2)

where, n is the umpteenth day of the year (from 1 to 365).
The extraterrestrial solar radiation passes through the Earth’s atmosphere, whereby

it is partially absorbed or scattered by atmospheric components, such as aerosols,
gases, and particles (see Figure 2.1). So, those scattering effects strongly dependent
on weather conditions, more specifically, on the atmospheric clearness index (kT and
KT for hourly and daily periods, respectively). Additionally, about 30% of the incoming
extraterrestrial irradiance is reflected to space, thus without being absorbed by the
atmosphere and Earth’s surface.
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Figure 2.1 – Solar irradiance components

Source: Adapted from Pereira et al. (2017).

Finally, the scattered solar radiation reaching Earth’s surface is called diffuse
irradiance (Gd ) and may be experienced as glare on overcast days. Its perpendicular
projection over a horizontal surface is named as DHI. In contrast, the solar radiation
reaching surface without changing its trajectory, the portion able to cast a shadow, is
called direct or beam irradiance (Gb). Its perpendicular projection over a surface is
called DNI, represented by Gn (DUFFIE; BECKMAN, 2013; BLANCO; SANTIGOSA,
2017). The following expressions denote the relationship among those components.

kT =
I
I0

and KT =
H
H0

(2.3)

G = Gd + Gb = Gd + Gn cos θz (2.4)

where θz or Φ is the solar zenith angle, the angle between the vertical and the line to
sunrays trajectory, as displayed in Figure 2.2.
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Figure 2.2 – Solar angles diagram

where

b¼ surface tilt angle from the horizontal,
Zs¼ surface azimuth angle, the angle between the normal to the surface from true south,

westward is designated as positive.

For certain cases Eq. (2.18) reduces to much simpler forms:

• For horizontal surfaces, b¼ 0� and q¼F, and Eq. (2.18) reduces to Eq. (2.12).
• For vertical surfaces, b¼ 90� and Eq. (2.18) becomes:

cosðqÞ ¼ �cosðLÞsinðdÞcosðZsÞ þ sinðLÞcosðdÞcosðhÞcosðZsÞ þ cosðdÞsinðhÞsinðZsÞ (2.19)

• For a south-facing tilted surface in the Northern Hemisphere, Zs¼ 0� and Eq. (2.18) reduces to:

cosðqÞ ¼ sinðLÞsinðdÞcosðbÞ � cosðLÞsinðdÞsinðbÞ
þ cosðLÞcosðdÞcosðhÞcosðbÞ þ sinðLÞcosðdÞcosðhÞsinðbÞ

which can be further reduced to:

cosðqÞ ¼ sinðL� bÞsinðdÞ þ cosðL� bÞcosðdÞcosðhÞ (2.20)

• For a north-facing tilted surface in the Southern Hemisphere, Zs¼ 180� and Eq. (2.18) reduces to:

cosðqÞ ¼ sinðLþ bÞsinðdÞ þ cosðLþ bÞcosðdÞcosðhÞ (2.21)

Equation (2.18) is a general relationship for the angle of incidence on a surface of any orientation. As
shown in Eqs (2.19)–(2.21), it can be reduced to much simpler forms for specific cases.
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Source: Kalogirou (2014).
Note: β represents the surface tilt angle from horizontal, zs or Γ is the surface azimuth angle, θ is the
solar incidence angle, Φ or θz is the solar zenith angle, z or ψ is the solar azimuth angle. More details of
their calculation are given by Duffie and Beckman (2013).

2.1.1 History of solar thermal energy

Since prehistory, the Sun has played a fundamental role on behalf of humankind,
from providing the energy for drying and preserving food to evaporating seawater to salt
yielding. Consequently, humans recognized the Sun as the power behind every natural
phenomenon; on this account, many ancient tribes considered it a God (KALOGIROU,
2014).

Its first records date back to the Fertile Crescent, circa 2000 BCE, and de-
scribe the use of polished bowls by clergy members to light fires at religious practices
(BUTTI; PERLIN, 1981). Later, other cultures would adopt this practice, such as Chi-
nese, Greeks, and Romans. For example, the legend of the Archimedes (287-212 BCE)
mirror, from around 212 BCE, states that Greek soldiers used multiple reflective sur-
faces (supposedly war shields) to converge sunlight onto Roman warships and set
them on fire (see Figure 2.3) (KALOGIROU, 2014). The mathematician Diocles (240-
180 BCE), also from Greece, described those optics notions around the same period
(BUTTI; PERLIN, 1981).

The use of solar energy for architectural purposes was already known in the
fifth century BCE by Socrates (470-399 BCE), who recorded techniques for controlling
room temperature by orienting openings regarding the Sun’s position. The Romans
documented records of similar applications (BUTTI; PERLIN, 1981).

Al-Haitham (965-1040), an Egyptian mathematician, and important influence
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Figure 2.3 – Archimedes and the Battle of Syracuse

Source: Cowen (1981).
Note: The Siege of Syracuse lasted from 214-212 BCE. It was fought as part of the Second Punic War,
between Rome and Carthage.

on Renaissance intellectuals, condensed this ancient knowledge in his book, Opticae
Thesaurus (BUTTI; PERLIN, 1981). Leonardo da Vinci (1452-1519) perfected concepts
involving parabolic concentrators and aroused interest in their applications. He glimpsed
an enormous concave mirror to be built in an excavated bowl-shaped in the ground.
His notes suggest that a huge stationary mirror could be used as a source of heat to
run commercial enterprises, not as a weapon of war (KRYZA, 2003). Comte de Buffon
(1707-1788) described the development of heliostat designs in 1746 (BUTTI; PERLIN,
1981).

This subject gained significant momentum during the industrial revolution, im-
pelled by concern on the long-term supply of coal, the primary fuel at the time (KRYZA,
2003). During the eighteenth century, solar furnaces capable of melting iron, copper,
and other metals were constructed of polished iron, glass lenses, and mirrors. The fur-
naces were in use throughout Europe and the Middle East. One of its first large-scale
applications was the solar furnace built around 1774 by Lavoisier (1793-1794), using
large lenses to concentrate sunlight he attained remarkable temperatures, around 1750
°C (see Figure 2.4) (KALOGIROU, 2014).

Augustin Mouchot (1825-1912) was one of the pioneers in converting solar radi-
ation into mechanical energy. He built a solar machine, presented at the 1878 Universal
Exposition, using a solar-driven steam engine for the first time. Mouchot’s concentrator
included a layer of glass to intensify heating (see Figure 2.5). The boiler concept has
underlain the design of modern rooftop water heaters (KRYZA, 2003).

A more recent landmark is Frank Schuman’s (1862-1918) successful parabolic
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trough-driven pumping system in Egypt in 1913. With an area of around 1020 m2, it
delivered approximately 55 horsepower (41 kW) (LOVEGROVE; STEIN, 2020).

Figure 2.4 – Solar furnace used by Lavoisier in 1774

Source: Kalogirou (2004).

Figure 2.5 – Augustin Mouchot’s sun machine

Source: Butti and Perlin (1981).
Note: The machine was displayed at the Universal Exposition, in Paris, 1878.
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Figure 2.6 – Concentrated solar power development from 1982 to 2030

Source: Adapted from Palacios et al. (2020).

Experiments and small-scale CSP prototypes were developed throughout the
whole twentieth century. Numerous pilot plants have been built and operated, including
a 5 MWe plant in Russia, a 2.5 MWe plant in France, and 1 MWe plants in Japan, Italy,
Spain, and the USA (DUFFIE; BECKMAN, 2013). However, the birth of modern CSP
as a commercial industry occurred in California in the 1980s. Favorable government
policies led to the commission of Solar One in 1982, the first large-scale demonstration
project. It achieved a 10 MWe net capacity using SPTs with water-steam as the HTF
and an oil-rock thermocline TES, which presented several problems in terms of storage
and continuous turbine operation. Important outcomes proved that SPT could work
efficiently to produce utility-scale power from sunlight, and the storage system was
inadequate to operate the turbine at peak efficiency (PALACIOS et al., 2020).

Solar One ceased operation in 1988 and was rebuilt and restarted in 1996
as Solar Two. The primary modification was replacing the TES with a I2T storage
system with a capacity of three hours, using molten salt both as HTF and HSM. A one-
time operation illustrated the new design’s success for 154 continuous hours (DUFFIE;
BECKMAN, 2013). This installation was operated until 1999, demonstrating that solar
thermal energy could be efficiently and cost-effectively stored, opening the way to a
later TES deployment (PALACIOS et al., 2020).

Another important initiative was the SEGS project started in 1984, consisting of
nine synthetic oil-based PTC plants in Southern California, totaling 354 MWe. These
plants are based on PTC to provide steam to Rankine power cycles (PALACIOS et al.,
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2020). Duffie and Beckman (2013) provides further details about those facilities.
Most CSP facilities today replicate the design of those Californian plants, most

of which are still operating for more than 30 years and have established the technology
as commercially proven. Over the mid-1980s and mid-1990s (LOVEGROVE; STEIN,
2020). This market kept expanding until 2000, when a slump in fossil fuel prices di-
verted the attention from renewables, leading policymakers to temporarily dismantle
pro-CSP incentives. Consequently, no further commercial deployment happened un-
til 2005, although in that period took place considerable research, development, and
demonstration (PALACIOS et al., 2020).

Strongly related to this theme, the term "greenhouse effect" concerning the
atmosphere was first used in 1901 by Nils Ekholm (1848-1923). Nevertheless, its central
concept was firstly proposed by Joseph Fourier (1768-1830) in 1824. This argument
was further strengthened by Claude Pouillet (1790-1868) in 1838. Eunice Foote (1819-
1888) and John Tyndall (1820-1893), in 1856 and 1859 respectively, were the first to
measure the infrared absorption and emission of various gases and vapors, noticing the
Earth’s surface average temperature (about 15 °C) is maintained due to the absorption
of infrared by atmospheric components. As a result, the heat emitted from Earth’s
surface gets trapped as they prevent it from being lost in space. They observed that
this effect is occurs mainly due to water vapor and hydrocarbons, and carbon dioxide
had a significant effect. Svante Arrhenius (1859-1927) more fully quantified this effect
in 1896, being the first to predict that doubling the atmospheric concentration of carbon
dioxide would lead to a temperature rise of five degrees Celsius (BEHERA, 2020).

Despite that, just more than hundred of year later, concern over human-induced
climate change has emerged to dominate the political agenda around energy supply. As
a consequence, the CSP market re-emerged, especially in the USA and Spain. It was
driven partly by the recognition of this technology which enables quick and significant
cuts in greenhouse gases (GHGs) emission (PALACIOS et al., 2020).

The COP21, held in France, negotiated the Paris Agreement, a global agreement
on climate change mitigation. The 196 attending countries agreed to reduce GHG
emissions, aiming to limit the rise in the global average temperature to two degrees
Celsius above pre-industrial levels. As part of this agreement, many countries pledged
to reach net-zero in the next few decades. For example, China has promised to invest
360 billion USD in renewable energy by 2020 and by 2030 increase its solar power
production up to 10% of its electricity mix. Moreover, other countries such as India, Chile,
South Africa, UAE, and Morocco are promoting important CSP investments, supported
by many organizations, such as the World Bank, the Desertec Foundation, and the
German Federal Enterprise for International Cooperation (GIZ). These countries hold
roughly 98.6% of the world’s current CSP installed capacity (ACHKARI; FADAR, 2020),
as illustrated in Figure 2.7.
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The year 2010 marked a turning point for CSP, the global installed capacity
reached 1 GWe, with the technology spread all over the globe: Spain, China, India,
USA, and Morocco, among many others, commissioned new plants. Spain constructed
2.3 GWe in capacity between 2009 and 2014, via a FIT regime. Almost half the country’s
new capacity has been equipped with TES, most of them using a I2T molten salt-based
configuration. The rules of this scheme limit plant size to 50 MWe each. While these
rules artificially held plant size back, they did encourage the uptake of TES, which is
now recognized as CSP ’s greatest strength (PALACIOS et al., 2020).

Since then, the CSP installation has soared, with new solar field configurations,
such as DSG and DMS, increasing the global capacity to more than 5 GWe in 2016,
with increasingly more integrated storage capacity (PALACIOS et al., 2020). Figure 2.6
summarizes the most important milestones in CSP development from the 1980s to
expected achievements for the upcoming years.

Figure 2.7 – Evolution of the CSP capacity between 2010 and 2020
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In 2020 TES for CSP reached 21.1 GWh, growing ten times in the preceding
decade REN21 (2021). In that year, 10 GWe were expected to be operational. However,
recent data indicate this goal has not been achieved, in early 2021 reaching 7.0 GWe ac-
cordingly to Feldman et al. (2021) and 6.4 GWe according to the SolarPACES database
(SOLARPACES, 2021) (see 2.7). The SolarPACES program, hosted by the NREL, is the
umbrella under which the CSP community has worked together and shared information
for many years. According to the SolarPACES database, there are currently 112 opera-
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tional CSP projects around the world and 61 more under construction and development
stages. Figures 2.8 and 2.9 summarizes the CSP projects worldwide distribution and
the status. It should be mentioned that, historically, only a third of those announced
enterprises have achieved operation.

Figure 2.8 – Status of CSP projects in the world in 2020

Source: Adapted from Palacios et al. (2020).
Note: The background map shows the direct normal irradiation over the globe (see Figure 2.12).

The current CSP capacity roughly represents 1% the wind (743 GW) and solar
PV (501 GW) capacity of REN21 (2021). However, this is about the same level as PV
in 2006 (REN21, 2018).

Currently, CSP operates with an average CF of 45.2% produces electricity with
a LCOE with an average of 10.8 ¢USD kWh-1, 68% lower than in the preceding decade
IRENA (2017). In annual energy production terms, CSP’s relative position is robust
due to those higher CFs achieved with the addition of storage. The use of proven and
low-cost TES now marks CSP as a technology of high potential as the world continues
to move towards a renewable-driven future.

As future trends, new storage concepts and hybridized configurations present
significant potential. In addition, due to supercritical fluids and new materials, higher
operating temperatures are expected by 2030 (PALACIOS et al., 2020). A continuing
challenge for CSP is its dependence on the economies of scale afforded by large steam
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Figure 2.9 – Concentrated solar power projects by region and technology
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small-scale plants were not considered. Decommissioned, operational, under operation and
construction projects are considered.

turbines, leading to significant capital risk. However, now that the size of new renewable
projects has grown, there is more support for such investments. Table 2.1 summarizes
the up-to-date CSP situation and expectations for the next decades.

2.2 INTRODUCTION TO CONCENTRATED SOLAR POWER

As previously mentioned, CSP technologies capture the radiation emitted by the
Sun to drive a thermoelectric power cycle. The solar energy is focused onto a receiver,
where a HTF is heated and used to drive a heat engine – i.e., a steam or gas turbine
connected to an electrical power generator (as is shown in the schemes of Figures 2.10
and 2.11). Different from flat-plate collectors and PV modules, capable of absorbing both
the direct and diffuse components of solar radiation, concentrating modules require well-
oriented sunrays (i.e., the direct component). For that, they demand highly reflective
and clean mirrors, sun-tracking mechanisms, and more complex support structures
than for PV and flat plate collectors (HELLER, 2017).

In addition, fossil and renewable fuels such as oil, natural gas, coal, and biomass
can be used for backup energy in these plants. The flexibility of heat storage combined
with backup fuel operation enables the plants to provide both baseload power and peak
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Table 2.1 – Overview of the current and expected characteristics of solar thermal plants

Characteristic Current state Future trends

Purpose of plant – 69% commercial
– 18% R&D
– 13% demonstration

– Increased share of commercial
– No plant specifically for R&D

Technology – SPT and PTC are the most used
– PDC is hardly used

– Prevalency of SPT
– Increased proportion of PDC

Average plant capacity – 33 Me – Increased to 126 MWe

Hybridization – Significant presence (77%) – Reduced presence

Storage system – Used in 47% of plants – Increased beyond 70%

Average storage capacity – 3 h (built before 2010)
– 7 h (built after 2010)

– Increased to 7.65 h

Storage technology – Vast majority of STES – Vast majority of sensible storage

Source: Pelay et al. (2017).

power, which can be designed to mitigate the effects of the duck curve (6) on the grid
or cover HVAC loads, usually occurring around midday (JONES-ALBERTUS, 2017).

These characteristics hold a distinguished potential for hybridization and, most
importantly, for energy storage integration. For example, the use of TES systems allows
CSP to operate during cloudy weather and nighttime. For this purpose, concrete, molten
salts, ceramics, or PCMs can be used, being it currently much cheaper than storing
electricity in chemical batteries, in contrast to most modern renewables, that generally
present difficulties in scalability and rely on high environmental cost materials and
processes (KALOGIROU, 2004; AKINYELE; RAYUDU, 2014; IRENA, 2017).

According to Turchi (2010) and Heller (2017), this kind of facility can be divided
into four major blocks: SF, TES, BUS, PB (see Figures 2.10 and 2.11), being mainly
composed of:

• Solar field . It includes a support structure, mirrors, receivers, control, and HTF
pumping systems, valves, and freeze protection;

• Thermal energy storage. Its primary equipment includes an insulated tank(s) or
alternative storage devices, HSM, heat exchangers, pumps, valves, and piping;

• Backup system. It is comprised of components usually found in conventional
thermoelectric facilities, such as boilers and heat exchangers. It can be used

(6) The duck curve – named after it resembles a duck – is a snapshot of the grid energy demand over a
typical spring day in California, when this effect is most extreme. It shows the difference in electricity
demand and the amount of available solar energy throughout the day. When the Sun is shining, solar
energy is abundant and floods the market. Then, in the evening, it quickly drops off as electricity
demand peaks.
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for plant startup, anti-freeze purposes, combined cycles, or hybridization with
biomass or fossil fuels. It may reduce the overall LCOE, as deeply explored by
Starke (2019);

• Power block . Heat exchangers (traditional shell and tube) steam turbine, feedwa-
ter pump, and preheaters, deaerator, economizer, evaporator, superheater, con-
denser, cooling tower, and BOP (7). It is coupled to the electric circuit, composed
of the generator, transformers, circuit breakers, switches, and transmission lines.

Figure 2.10 – Scheme of a conventional concentrated solar power system

temperature rises, whereas the efficiency of the solar collector reduces as its operating temperature
rises. Concentrating solar collectors are used exclusively for such applications because the maximum
operating temperature for flat-plate collectors is low relative to the desirable input temperature for heat
engines, and therefore system efficiencies would be very low.

Six system architectures have been used for such applications. The first four are high-temperature
systems: the parabolic trough collector system, the linear Fresnel reflector, the power tower system,
and the dish system. The last two are the solar pond and the solar updraft tower, which are low-
temperature systems. These, except the linear Fresnel reflector system, which has not yet reached
industrial maturity, are analyzed in this chapter, together with models of heat engines derived from
basic thermodynamic principles.

In concentrating solar power (CSP) systems, sunlight is concentrated using mirrors to create heat,
then the heat is used to create steam, which is used to drive turbines and generators, just like in a
conventional power station. Such plants have been operating successfully in California since the mid-
1980s and currently provide power for about 100,000 homes. Recently, a CSP plant, called Nevada
Solar I, started operating in Nevada, and another two called PS10 (10 MW) and PS20 (20 MW) started
operating in Spain, and more CSP plants are under construction in several other countries of the world.
Apparently, the Spanish government has realized the huge potential of the CSP industry and is sub-
sidizing the electricity produced with a feed-in tariff scheme. PS10 and PS20 together provide
electricity for 200,000 homes.

Because of the large area required for the CSP plants, these are usually located on non-fertile
ground, such as deserts. According to the Trans-Mediterranean Renewable Energy Corporation
(TREN), each square kilometer of the desert receives solar energy equivalent to 1.5 million barrels of
oil. It has also been estimated that, if an area of desert measuring 65,000 km2, which is less than 1% of
the Sahara Desert, were covered with CSP plants, it could produce electricity equal to the year 2000
world electricity consumption (Geyer and Quaschning, 2000). One fifth of this area could produce the
current electricity consumption of the European Union. Similar studies in the United States predict that
the solar resource in southwestern states could produce about 7000 GW with CSP, which is about
seven times the current total U.S. electric capacity (Wolff et al., 2008).

The main technologies used in CSP plants are the parabolic trough collectors, power towers, and
dish/Stirling-engine systems. Mainly due to the plants operating in California for more than 20 years,
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Schematic diagram of a solar thermal energy conversion system.
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Source: Kalogirou (2014).
Note: A BUS system can also incorporate the plant, being integrated similarly to the TES. Both BUS and
TES are optional.

Ideally, all components need to be as efficient as possible and simultaneously
of high durability and low cost. According to Heller (2017), the performance of a CSP
plant depends mainly on: solar tracking precision; mirrors’ reflectance and geometrical
precision; receivers’ absorptance and emittance; heat storage efficiency; heat transfer
to the power cycle efficiency; power cycle efficiency; components durability; and low
maintenance efforts.

Because of the large area required by CSP, mainly by the reflective surfaces at
the solar field, these plants are usually allocated on non-fertile lands, such as deserts,
which for the most part also have abundant solar radiation. For example, according to
Geyer and Quaschning (2000), if less than 1% of the Sahara Desert (an area of about
65,000 km2) were covered by CSP plants, its electricity output would be equivalent to
world consumption in 2000. Moreover, according to (Wolff et al., 2008), 20% of this
area could attend to the European Union’s current electricity demand. Similar studies
(7) Systems supporting the main thermal processes are called the balance of plant. They include, but

are not limited to: auxiliary cooling, auxiliary steam, blowdown, drains and fuel, compressed air and
water circuit, storage, treatment, and reposition.
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Figure 2.11 – Basic energy flow diagram for concentrated solar power system

has been approved with a total of 5 GW expected in the next
5 years (CSPPLAZA, 2016). The initial 20 projects are considered
to be commercial demonstration projects, and the configurations
and maturity levels of these vary considerably. The scale of the
near term plan for China relative to the cumulative history of
CSP is illustrated in Fig. 5.

1.2. Solar energy in perspective

Solar energy is the source of most of Earth’s ongoing primary
energy supply as tabulated in Table 1. It is also the original energy
source for most electrical power generation with the exception of
nuclear power, geothermal and tidal based power generation.

Total global production of electricity in 2011 was 22,126 TW h
(IEA, 2013). How this compares with global anthropogenic con-
sumption of energy and annual solar energy irradiation is repre-
sented by Fig. 2. Electricity consumption represents about one
fifth of anthropogenic energy consumption, which in turn is about
5 orders of magnitude lower than non-reflected solar energy irra-
diation. Provided solar power is valued and competitive, it offers
the potential for energy and electricity far in excess of our needs.
Trieb et al. (2009) assess the global CSP potential at almost
3,000,000 TW h per year; that is more than 130 times the 2011
world electricity production. The analysis considered areas where
DNI exceeded 2200 kW h/m2 annually and excluded areas used
for other purposes or that were not suitable due to vegetation,
water or terrain. The suitable areas add up to about
25,000,000 km2. Just the very sunniest regions where the DNI
exceeds 2700 kW h/m2 per year provides a potential for about
460,000 TW h per year, or 20 times the 2011 world energy
production.

While the stated potential of CSP vastly exceeds current world-
wide needs, high DNI regions tend to be dry with significantly
lower populations and population densities. More so than with
PV, the best CSP locations are not coincidental with areas of signif-
icant electricity demand. Some capacity growth in good to excel-
lent DNI areas is possible with minimal grid expansion in the
short term. Notwithstanding other competing or adverse factors
that will be discussed in this article, the urban areas of the U.S.
South West areas offer significant growth potential. Considering
Arizona as one example, in 2015 the state had a net summer elec-
tricity capacity slightly above 28 GW with total annual retail sales

of about 77 TW h out of about 113 TW h net generation. In the
same year, CSP net generation in the state was 719 GW h, less than
1% of total annual generation (U.S. Energy Information
Administration, 2017a, 2017b). The majority of the population live
in the Phoenix-to-Tucson southern part of the state where DNI is
particularly high, implying a high potential for CSP without signif-
icant transmission needs beyond what already exists. Other iso-
lated examples around the world with low to moderate new
transmission needs include parts of the Mediterranean coast of
North Africa and the Middle East. In order to participate in some
of the larger urban areas proximate to moderate or better DNI
areas, new transmission infrastructure will be required or CSP
capacity will need to be located in lower DNI areas. China repre-
sents an interesting case where CSP plants are planned for loca-
tions where DNI barely exceeds 2000 kW h/m2 per year with the
bulk of the Chinese population located 500–1000 km to the east
or south-east (Wang, 2016).

1.3. Overall definition of CSP

Solar thermal energy systems is a broad technology category
involving the conversion of sunlight to thermal energy in order
to supply thermal energy, electricity or both. CSP is a classification
within solar thermal energy characterized by the increase of solar
radiation flux density in order to achieve higher temperatures and
efficiencies, primarily for making electricity production more feasi-
ble. Fig. 3 illustrates the basic elements and conversions involved
from source to demand in CSP.

Solar thermal electricity (STE) is another term used for CSP but
gives credit to non-concentrating technologies in addition to CSP.
The only significant non-concentrating STE technology is the solar
updraft tower (or solar chimney) technology which is comprehen-
sively reviewed by Zhou and Xu (2016) and excluded in this CSP
systems review.

Several key characteristics can be observed from the basic ele-
ments in the source-to-demand process in CSP. CSP has a relatively
high number of distinct components, making it a complicated tech-
nology. This drawback, however, is offset by the fact that the tech-
nology offers versatility in application to suit demand. The
conversion initially to thermal energy differentiates CSP from the
other major renewable energy technologies such as hydropower,
wind power and PV. This conversion process offers intrinsic com-
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predict the solar resource in Southwestern USA could produce about 7 TW (7000 GW)
with CSP, which is roughly seven times its current generation capacity.

Figure 2.12 shows the DNI distribution around the world. Notably, the most
favorable areas for this technology are in Australia, Chile, Mexico, Peru, Southwestern
USA, Southern Africa, MENA, Western China, and Northwestern India. Other areas
that may be suitable include central Asia, Northern Argentina, Northeastern Brazil, and
Southern Europe. Additionally, Table 2.2 shows the direct normal irradiation threshold
for economic viability assessed for multiple locations.

2.2.1 Concentrated solar power technologies

Six system architectures have been developed for CSP: PTCs, LFRs, SPTs, and
PDCs, solar ponds and the SUTs. Among those, the first four enable higher tempera-
ture obtainment and consequently are the most studied and deployed for this kind of
application. They are commonly classified accordingly to their concentration and re-
ceiver types (see Table 2.3). The overall plant efficiency grows when point focus, mobile
receivers, or both are employed.

Regarding their concentration type, PTC and LFR perform linear focus. They
concentrate sunlight on a linear receiver, and because of that, have a relatively lower
concentration ratio, between 25 and 100 suns (8). In contrast, SPT and PDC undertake
(8) It is the unit used to express the concentration ratio of solar collectors (i.e., a collector with ten suns

achieves ten times the power density of natural sunlight).
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Figure 2.12 – World daily direct normal irradiation distribution

Source: Elaborated using QGIS (QGIS DEVELOPMENT TEAM, 2009) with data from Solargis (2019).
Note: 5.48 kWh m-2 day-1 corresponds to 2000 kWh m-2 yr-1. The gray areas are not included at the
Solargis database. Yet, they correspond to high latitude locations, with far less potential for solar energy
harnessing.

Table 2.2 – Desired direct normal irradiation threshold for key locations

Country Annual irradiation⊕
Reference[kWh m-2]

Australia 2,564 Hinkley et al. (2013)
Egypt 2,496 Blanco et al. (2013)
Jordan 2,400 Al-Soud and Hrayshat (2009)
Qatar 2,200 Weber (2013)
Chile 2,190 Corral et al. (2012)
India 2,100 Jain et al. (2013)
South Africa 2,100 Fluri (2009)
Any⊖ 2,000 IRENA (2012)
Cyprus 2,000 Poullikkas (2009)
Algeria 1,800 Boukelia and Mecibah (2013)
Turkey 1,800 Kaygusuz (2011)
Serbia 1,400 Pavlovic et al. (2012)

Source: Krarti (2018).
Note: ⊕Annual direct normal irradiation; ⊖A general value for achieving attractive LCOEs.

punctual focus, achieving far higher concentration ratios, in the range of 300 to 3000
suns (see Table 2.4 and Figure 2.13). Additionally, LFR and SPT present a fixed re-
ceiver, while PTC and PDC have mobile ones, contributing to better sun tracking and
optical losses reduction. The two and single-axis solar position tracking strategies are
presented in Figure 2.15.

Based on SolarPACES (2021), from the 113 plants currently operational (see
Figure 2.14), PTC represents the greatest share, 84, whereas SPT accounts for 22,
and LFR for seven. Concerning the PDC, it is not applied in presently functional in-



Chapter 2. Background and literature review 51

Table 2.3 – Main CSP technologies arranged by their concentration and receiver type

Receiver type Linear focus Point focus
Single axis sun tracking Dual axis sun tracking

Fixed receiver
Stationary receivers,
that facilitate the HTF
transport

Mobile receiver
The concentrators and
receivers move as a
group, what increases
the optic efficiency

Source: Adapted from IEA (2014) and Starke (2019).

Figure 2.13 – Absorber efficiency due to concentration and absorber temperature

For more detailed correlations applicable to convection losses in different kinds of
solar receivers [3], is recommended.

Fig. 7.1 clearly evidences the dominant effect of radiation losses because of the
exponent of the temperature. For typical operation temperatures in the absorber surface
between 500�C and 800�C, it becomes clear that average C4 values above 500 kW/m2

are required, with peak flux above 1000 kW/m2, to approach receiver efficiencies near
90%.

There are different solar receiver classifications criteria depending on the construc-
tion solution, the use of intermediate absorber materials, the kind of thermal fluid used,
or heat transfer mechanisms. According to the geometrical configuration, there are
basically two design options, external and cavity-type receivers. In a cavity receiver,
the radiation reflected from the heliostats passes through an aperture into a box-like
structure before impinging on the heat transfer surface. Cavities are constrained angu-
larly and subsequently used in polar field (north or south) layouts. External receivers
can be designed with a flat plate tubular panel or a cylindrically shaped unit. Cylindri-
cal external receivers are the typical solution adopted for surround heliostat fields. Re-
ceivers can be directly or indirectly irradiated depending on the absorber materials
used to transfer the energy to the working fluid [38]. Directly irradiated receivers
make use of fluids or particle streams that are able to efficiently absorb the concen-
trated flux. Particle receiver designs make use of falling curtains or fluidized beds.
Darkened liquid fluids can use falling films. In many applications, and to avoid leaks
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Source: Blanco and Santigosa (2017).
Note: Concentration ratio given in suns. Based on a ambient temperature of 20 °C, a DNI of 770 W m-2,
and absorptance and emittance of 0.95.

stallations. Due to the Stirling cycle, it is recommended for lower generation capacity,
between 0.01 and 0.4 MW; because of that, it has received little attention in the last
few years. Moreover, from the 55 plants under construction and development, 22 have
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Table 2.4 – Features of the main concentrating collector technologies

Parameter PTC SPT LFR PDC Unit

Maturity High Medium Medium Low –
TRL⊕ 9 7-8 7-8 6 –
Operating temperature 290-395 290-565 250-395 550-750 °C
Concentration ratio 70-80 300-1000 25-100 1000-3000 suns
Capacity range 10-200 10-200 10-200 0.01-0.4 MW
Capacity factor 20-25⊖ 40-53⊖ 22-24⊖ 25⊖ %

40-53⊗ 65-80⊗

Power cycle efficiency 37.7 41.6 – – %
Cooling method Wet Wet, dry Dry Dry –
Suitable for air cooling Low to good Good Good Best –
Land use 0.025 0.036 0.008 0.011 km2 MW-1

Water requirement 3 (wet) 1.8-3 (wet) 3-3.8 (wet) 0.05-0.1 m3 MWh-1

Capital cost 3900-4100⊖ 5700-6400⊖ – – USD kW-1

6300-8300⊗ 8100-9000⊗

O&M cost 0.012-0.02 0.034 – 0.21 USD kWh-1

LCOE 0.26-0.37⊖ 0.2-0.29⊖ 0.19-0.38⊖ – USD kWh-1

0.22-0.34⊗ 0.17-0.24⊗ 0.17-0.37⊗

Source: Data from Chaanaoui et al. (2016), Liu et al. (2016) and Achkari and Fadar (2020).
Note: ⊕The TRL is a measure of estimating technology maturity, more details are given by Straub
(2015); ⊖No storage for PTC, LFR and PDC. 6-7.5 h TES for SPT; ⊗6 h TES for PTC and LFR. 12-15 h
TES for SPT.

been chosen as PTC, 24 as SPT, six as LFR, and three as PDC (see Figure 2.14).
The recent growth in SPT is mainly driven by its higher optical efficiency and

ability to achieve higher temperatures than linear concentration technologies, reducing
the specific investments involved in larger fields and TESs. In contradiction, SPTs
required significant spacing between heliostats, which grows as the solar field capacity.
Because of that, SPT has a lower energy density than the PTC. As the plant capacity
increases, more spacing is necessary between heliostats requiring approximately five
times the reflective surface area, or 0.036 km2 MW-1, 44%, 350% and 227% superior to
PTC, LFR, and PDC, respectively (see Table 2.4). Consequently, linear concentration
is advantageous for large plant capacities of hundreds of megawatts.

Among those enterprises, the world’s largest CSP facility, the Mohammed bin
Rashid Al Maktoum Solar Park, with 950 MW (600 MW PTC, 100 MW SPT, and 200
MW PV), is currently under construction in the UAE, and will be operational in 2021
(SOLARPACES, 2021). That title is currently given to the Noor Ouarzazate Solar Com-
plex in Morroco, with a 580 MW capacity – NOOR-I (160 MW PTC), NOOR-II (200 MW
PTC), NOOR-III (150 MW SPT) and NOOR-III (70 MW PV) – fully operational since
2018 (PALACIOS et al., 2020). Another highlight is the Cerro Dominador project in
María Elena, Chile. The plant was inaugurated in 2021 with a nominal capacity of 210
MW (110 CSP and 100 PV) and is the first of its kind in Latin America.
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Figure 2.14 – Overview of CSP projects by technology and status
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2.2.1.1 Parabolic trough collectors

Currently, PTC is the most proven CSP technology, mainly due to the expertise
obtained after more than two decades of operation in California. Indeed, this tech-
nology currently has the most significant commercial operating experience worldwide.
Consequently, it has the highest maturity and the lowest technical and financial risks.

PTCs consists of a solar field technology that uses parabolic-shaped reflective
troughs to concentrate solar irradiation onto a receiver tube positioned at their focal line,
aiming to warm up an HTF. The PTC was the first solar thermal technology to achieve
commercial operation in the 1980s.

At the conventional CSP-PTC design, synthetic oil is conducted through the re-
ceptor tubes, in which they achieve up to 395 °C. High-temperature and high-pressure
steam is generated via heat exchange systems and used to drive the steam turbine,
and alternatively taken advantage of by medium-temperature industrial processes. Spe-
cific problems with the PTC are the relatively low concentration (around 70-80 suns,
asymmetrical absorber tube heating, and restrained system efficiency (WANG, 2019).

This technology uses a single-axis tracking system revolving around the concen-
trator tube axis to follow the Sun’s movement. The cross-section of the reflective surface
corresponds to a parabola shape, specially designed to converge the parallel sun rays.
Thus, DNI is constantly concentrated on the surface of the receiver tubes enabling
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Figure 2.15 – Solar tracking strategies
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HTF heating. The EuroTrough collectors are among the most popular PTC designs. In
that structure, the parabola at the cross-section is only formed by two distinct mirror
shapes (i.e., one for the inner and one for the outer parabola. As such, four mirror facets
compose the whole parabola due to symmetry. According to Geyer (2002), systems
equipped with the EuroTrough ET150 can provide power stations up to 200 MWe.

For the performance assessment of SCAs, reflectance and shape precision are
the main parameters of concern. Therefore, it is crucial to analyze mirrors both in ideal
and in loco conditions (HELLER, 2017).

A PTCs solar field mainly consists of the following components: base, bracket,
mirror, power machine, transmission, and control systems. A typical solar field com-
prises multiple units, called SCA, connected in series along the absorber tube axis
and equipped with power, transmission, and control systems. Generally, for lower DNIs,
hydraulic or mechanical transmission can be applied, whereas only hydraulic transmis-
sions can be applied for one with intense radiation areas.

A bracket is connected to the mirror through fixtures to support and ensure the
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stability of the parabola shape. There are three types of structure: torque tube, torque
box, and space truss types. The materials used are usually steel, or aluminum alloys,
assembled mainly by welding and punching (WANG, 2019).

Recently, a new PTC model has been developed, called Ultimate Trough. Its first
commercial application is in an Integrated Solar Combined Cycle (ISCC) power plant
in Dubai, Saudi Arabia. It is estimated that an equivalent-sized Ultimate Trough solar
field could be 20-25% cheaper than a EuroTrough (Schweitzer et al. 2014). Comparing
NREL’s installed cost to a published estimate by the developer, there is a good similarity
between the two estimates. For example, NREL estimated that for an SF of 68 loops,
the installed cost (excluding licensing costs) was approximately 178 USD m-2 (TURCHI
et al., 2019).

Figure 2.16 – EuroTrough ET150 solar collector assembly
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Figure 3: Computer Model of the EuroTrough Collector with Torque-Box Design 

Based on these studies a so-called torque-box design has been selected for the EuroTrough, with less 
weight and less deformations of the collector structure due to dead weight and wind loading than the 
reference designs (LS-2 torque tube or the LS-3 V-truss design, both commercial in the Californian 
plants). This reduces torsion and bending of the structure during operation and results in increased 
optical performance and wind resistance. The weight of the steel structure has been reduced about 14% 
as compared to the available design of the LS-3 collector. 
The central element of the box design is a 12-m long steel space-frame structure having a squared cross 
section that holds the support arms for the parabolic mirror facets. The torque box is built out of only 4 
different steel parts. This leads to easy manufacturing, and decreases required efforts and thus cost for 
assembling on site. Transportation volume has been optimized for maximum packing. The structural 
deformation of the new design is considerably less than in the previous design (LS-3), which results in a 
better performance of the collector. Thus the spillage during operation can be reduced by approximately 
2-10 percentage points. 

a b c d e  

Figure 4: EuroTrough collector element consisting out of (a) 2 endplates; (b) 4 simple steel frames 
screwed to a torque box; (c) 3 absorber tube supports; (d) 28 cantilever arms and (e) 28 mirror facets.  

The design utilizes mirror supports that make use of the glass facets as static structural elements, but at 
the same time reduce the forces on the glass sheets by a factor of three. This promises less glass 

Source: Geyer et al. (2011).
Note: It consists out of: a) 2 endplates; b) 4 simple steel frames screwed to a torque box; c) 3 absorber
tube supports; d) 28 cantilever arms; e) 28 mirror facets.

As shown in Figure 2.16, the receiver tube is a core component of the PTCs. It
is typically four meters long, and the interior tube is a commercial-type metal receiver
tube with an external diameter of around 70 mm. In contrast, the outer tube is a glazed
shield tube with an external diameter in the range of 115 to 125 mm. Due to the receiver
tube and glazed shield tube having different expansion coefficients and thermal inten-
sities during operation, high-temperature-resistant glass and metal sealing pieces are
required as transition pieces to ensure an airtight connection. In addition, a corrugated
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Table 2.5 – Solar collector assemblies characteristics

Parameter ET150 UT Unit

Geometry
Absorber diameter 0.070 0.089 m
Aperture width 5.76 7.51 m
Collector Length 148.5 243.3 m
Aperture area 828 1716 m2

Assembly
Number of modules per assembly 12 10 –
Number of glass facets 336 – –
Number of absorber tubes 36 – –
Steel structure weight 18.5 – kg m-2

Optical properties
Focal Length 1.71 1.71 m
Mirror reflectance 94 95 %
Peak efficiency 75.0 82.7 %
IAM coeficient a0 0 – –
IAM coeficient a1 1.0596×10-4 – °-1

IAM coeficient a2 -1.7091×10-4 – °-2

Thermal properties
Heat loss coeficient a0 4.05 – W m-1
Heat loss coeficient a1 0.247 – W m-1 K-1
Heat loss coeficient a2 0 – W m-1 K-2
Heat loss coeficient a3 0 – W m-1 K-3
Heat loss coeficient a4 0 – W m-1 K-4
Heat loss coeficient b0 0 – W m-1
Heat loss coeficient b1 0 – W m-1 K-1
Heat loss coeficient b2 0 – W m-1 K-2
Heat loss coeficient b3 0 – W m-1 K-3
Heat loss coeficient b4 0 – W m-1 K-4
Heat loss coeficient c1 0 – W m-1 °C-1
Heat loss coeficient c2 -1.46×10-3 – W m-1 °C-2
Heat loss coeficient c3 5.65×10-6 – W m-3 °C-1
Heat loss coeficient d1 0 – W m-1 °C-1
Heat loss coeficient d2 7.62×10-8 – W m-2 °C-1

Source: Data from Riffelmann et al. (2014) and STEAG (2020).

metal pipe is used as the thermal stress buffer section to relieve the longitudinal thermal
expansion difference between the metal receiver tube and the glazed shield tube (see
Figure 2.17). Finally, a getter must be mounted between the metal glass tubes to ensure
the degree of vacuum in the intern layers of the receiver tube (WANG, 2019).

Furthermore, the vacuum seal undertakes great thermal stress that may quickly
invalidate the sealing of glass and metal. Therefore, thin-walled materials with good
reflection performance are required as a solar shade to block radiation while reflecting it
to the metal receiver tube. The thermal properties and life of the PTC receiver tube are
determined by the vacuum degree of the intern vacuum layer. If it is damaged, the heat
losses may rapidly increase. In addition, the receiver’s selective coating may deteriorate
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Figure 2.17 – Receiver tube scheme
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thermal (CST) systems
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4.1 Introduction

Solar receiver tubes are among the most important components in a solar thermal elec-
tricity (STE) plant, and they are subject to considerable technical and scientific devel-
opments with continuous improvements to increase optical and thermal properties and
durability.

Main components of a heat collecting element or solar receiver are shown in
Fig. 4.1, and they are:

• metallic pipe;
• glass pipe;
• selective absorber;
• antireflective coating (ARC);
• getters;
• glassemetal welding;
• bellows.

Borosilicate glass cover with AR
coating

Evacuation nozzle
Glass-metal seal

“Getters” and vacuum
check spot

Selective absorber
α = 95%, ε400 < 15%

Bellow

Metallic pipe

Figure 4.1 Receiver tube main parts.
Courtesy of Flagsol.
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Copyright © 2017 Elsevier Ltd. All rights reserved.

Source: Blanco and Santigosa (2017)

due to oxidation, resulting in a severe reduction of the receiver tube’s optical efficiency.
Therefore, according to Wang (2019), under the particular working conditions of high
temperature and intense radiation, CSP performance and vacuum life are only ensured
when the materials and properties of these components satisfy specific requirements:

• Glazed shield tube. Alternating thermal stress may be generated at the tube’s
seal. Thus it requires high hardness, thermal stability, and corrosion resistance.
Materials widely applied presently include borosilicate glasses featuring high
hardness, good optical properties, and corrosion resistance;

• Metal receiver tube. Under solar irradiance concentration, the temperature of the
metal receiver tube will be much higher than 400 °C. Thus, it must be equipped
with high temperature and corrosion resistance. The expansion coefficient shall
be as small as possible to eliminate the influences of axial expansion on the col-
lector bracket. Due to thermal and gravitational influences, downward deflection
may occur, so there must be a sufficient distance between the exterior wall and
the interior wall of the glass tube. Currently, 316L stainless steel is typically used
with an external diameter of 70 mm, a wall thickness in the range of 3-5.5 mm, a
standard length of 4060 mm, and a mean roughness of less than 0.5 mm;

• Glass-metal sealing. A particular sealing alloy is applied to solve the inconsis-
tency of the expansion coefficients of the interior metal tube and outer glass tube.
Therefore, both expansion coefficients shall be as close to each other in value as
possible to satisfy matched sealing and easier welding to the corrugated pipe;

• Thermal stress buffer . A buffer is required to compensate for the expansions
of the metal receiver tube and the glazed shield tube. Thus, it must have good
flexibility, excellent tension fatigue strength and life, high-temperature resistance,
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and corrosion resistance. The respective length shall be as short as possible to
increase the effective concentration length of the receiver tube;

• Getter . After the tube sealing, a getter is used to absorb the gases released by
the HTF under high-temperature and residual gases in the vacuum interlayer. It
is performed mainly by relying on physical and chemical absorption;

• Selective absorption film. Depending to its working mechanism, it can be catego-
rized as optical interference, intrinsic absorption, metal ceramic, or multilayered
gradient film. The most widely applied selective absorption film is a composite
material made of multilayered gradient metal ceramic film and double-layered
absorption film. As a general requirement for temperatures below 400 °C, its
absorptance shall be superior than 0.95 and its reflectance shall be less than
0.14. The most widely applied selective coating is a composite of metal-ceramic
film and double-layered absorption film.

2.3 HEAT TRANSFER FLUIDS

Historically, the most used HTF in PTC is synthetic oil, composed of a eutectic
mixture of biphenyl (C12H10) and diphenyl oxide (C12H10O). It is present in 71% of the
plants currently in operation or planning and development phases (see Figure 2.19).
Eastman Chemical Company sells it under the label of Therminol VP-1 (EASTMAN,
2019) and Dow Chemical Company as the brand name Dowtherm A (DOW, 2021).

Its advantages are its low freezing point (12 °C), low corrosion potential, high spe-
cific heat, and good thermal conductivity. However, it also has several disadvantages: it
limits the solar field’s maximum operating temperature to 400 °C due to thermal degra-
dation. Furthermore, this oil is not indicated to be used as a HSM, because it exhibits a
high vapor pressure at elevated temperatures (approximately 10 bar at 390 °C). So an
indirect TES, using a secondary fluid, is more suitable (RAADE; PADOWITZ, 2011). A
schematic of such a plant is shown in Figure 2.18.

Figure 2.19 presents the HTF usage by each of the main CSP technologies. In
contrast to PTC it can also be observed that most SPT and LFR plants use molten salt
and water-steam as HTF.

The current synthetic oils have two clear limitations, their degradation at tempera-
tures at 400 °C, which impose a severe barrier to increasing power block efficiency, and
the environmental and fire hazards – spontaneously combustion can occur over 621 °C
– due to possible leakages. Consequently, they must comply with strict environmental
and safety requirements (Solutia Inc. 2012).

On this account, alternative fluids are being evaluated as a replacement, such
as water-steam (DSG), molten salts (DMS), and pressurized gases. However, all three
have advantages and disadvantages compared to thermal oil, as listed in Table 2.6.
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Figure 2.18 – Scheme of a conventional concentrated solar power plant
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Figure 2.19 – Heat transfer fluid used in concentrated solar power projects

PTC
8.1 GW

112 projects

SPT
5.6 GW

50 projects

LFR
0.4 GW

17 projects

PDC
0.8 GW

5 projects
Concentrated solar power technology

0

20

40

60

80

100

He
at

 tr
an

sf
er

 fl
ui

d 
by

 te
ch

no
lo

gy
 [%

]

Synthetic oil
Molten salt

Water/steam
Air

Sodium
Helium

Undisclosed

Source: Elaborated using Matplotlib (HUNTER, 2007) with data from SolarPACES (2021).
Note: Despite their use in experimental projects, Sodium and Helium do not represent significant
installed capacities.



Chapter 2. Background and literature review 60

Table 2.6 – Alternative working fluids compared to synthetic oil

Fluid Advantages Disadvantages

Water-steam
(Direct steam generation)

– Simpler plant configuration;
– Higher steam temperature;
– No fire hazard;
– No pollutant.

– Lack of cost-effective TES;
– Complexity of solar field control;
– Higher pressure in piping.

Molten salts
(Direct molten salt)

– Higher steam temperature;
– Cheaper thermal storage;
– No fire hazard;
– Not pollutant.

– Freezing hazard;
– Complex solar field design;
– Higher electricity
self-consumption.

He, CO2, N2 and air
(Pressurized gases)

– Higher steam temperature;
– Cheaper thermal storage;
– No fire hazard;
– Not pollutant.

– Lower heat transfer coefficient;
– Complexity of solar field control;
– Higher pressure in piping;
– Higher pumping power.

Source: Data from Blanco and Santigosa (2017).

2.3.1 Direct steam generation

The use of water steam can avoid the problems associated with thermal oil. This
application is best known as for DSG, and its main advantage is the layout simplification
because the steam demanded by the power cycle is straightforwardly produced in the
absorber tubes, not demanding heat exchangers. Also, the absence of a HTF degra-
dation temperature enables the reach of far higher temperatures and consequently
higher power cycle efficiencies. Nevertheless, since the solar field thermal losses also
increase with the temperature, higher temperatures do not increase the overall plant
efficiency at the same pace as the power block efficiency.

As for disadvantages, the two-phase flow (i.e., liquid water and steam) in the
evaporating section of the solar field introduces some technical constraints, demanding
complex control to keep the solar field’s temperature, pressure, and flow regime stable
during solar radiation transients. Another significant barrier for this technology is the
lack of a commercial proven TES with a large storage capacity. Conventional STES
are unsuitable for DSG, once the steam must be condensed to more efficiently release
its thermal energy. Since condensation occurs at a constant temperature, a LTES is
recommended. Such systems must use a HSM that shifts between physical states
(e.g., melt or evaporation) while charging by steam condensation, broadly called PCMs.
Although LTESs are already underway, much R&D is still needed before commercial
units become available.

As example, the studies by Ferreira (2018) and Marugán-Cruz et al. (2019) focus
on modeling and analysis in CSP-LFR-DSG plants with sensible-latent TES.

According to Solargis (2019), there are one PTC-DSG and four LFR-DSG plants
currently in operation, and another four LFC-DSG are under development and construc-
tion. Among those, six feature STES, implementing Ruth’s tanks (steam accumulators)
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or concrete storages. An example is Puerto Errado 2, an LFC DSG commercial plant
in Spain. It has a net capacity of 30 MW and a steam accumulator of 0.5 hours, pro-
viding an average of 49 GWh yearly. Some studies propose combining the advantages
of STES and LTES (see Figure 2.20), aiming the system capital costs reduction. For
example, in the ITES project, a three-part TES prototype is validated for DSG. PCM is
employed for LTES in the evaporation and condensation as LTES, and concrete is used
in the preheating superheating for STES, resulting in 1 MWh of storage.

Figure 2.20 – Scheme of a direct steam generation concentrated solar power plant
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provided by Seitz et al. (2014).

2.3.2 Direct molten salt

A more promising HTF seems to be nitrate and nitrite salt mixtures. Using the
same molten salt in the solar field and the thermal storage system has clear benefits.
This configuration, known as DMS, is widely used in SPT facilities (e.g., Gemasolar,
in Sevilla, Spain), while it is in the early stages for LFR and PTC. It is used in one
operational LFR power plant – the Dacheng Dunhuang 50 MWe Molten Salt Fresnel
project –, and in four PTC projects – two operational, Archimede (5 MW) and the ASE
Demo plant (0.315 MW), both in Italy and in two plants in China, Gansu Akesai 50MW
Molten Salt Trough project and the Chamber 64 MW Molten Salt Parabolic Trough
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project, currently under construction and development, respectively (SOLARPACES,
2021).

There are several advantages to using molten salt instead of organic compounds
as HTF in PTC solar power plants. First, the thermal stability of molten salts allows
higher temperatures in the solar field – up to 600 °C, even at atmospheric pressure.
Second, it results in higher temperatures in the power cycle, improving thermodynamic
efficiency.

When those salt mixtures are heated beyond their melting point, their cations
and anions are dissociated. As a result, molten salts have thermal and chemical stability
in a broader temperature range, relatively high density, heat capacity, good thermal and
electric conductivity, low corrosion rates in common piping materials, low viscosity, and
vapor pressure, even at elevated temperatures (WAGNER, P. H., 2012). Besides that, ni-
trate salts generally exhibit good heat transfer properties and are relatively inexpensive.
Because of that, they are favorable for use as HTF and HSM and could bring significant
improvement to plant efficiency and decrease in overall cost (TEMLETT, 2018).

Because of their low price and suitable properties, molten salts are also widely
used as a HSM. Unlike Therminol VP-1, they are compatible with direct storage and
present shallow vapor pressure, allowing storage under atmospheric pressure and elim-
inating costs associated with reservoirs walls tickness. In addition, by implementing
them in direct storage, fewer components are required; oil-salt heat exchangers and
expansion vessels are no longer needed, and the size of the salt storage tanks can de-
crease (see Figure 2.21). Moreover, nitrate and nitrite salts are not toxic and have a high
autoignition temperature. Thus, leakage and fire hazards are negligible (Benmarraze
2010).

Salt varieties are available from diverse suppliers. Table 2.7 compares the prop-
erties of Therminol VP-1 with three commercial salt mixtures sold by Solutia Inc.: Solar
Salt, Hitec, and Hitec XL. Solar salt is a non-eutectic binary mixture of potassium nitrate
and sodium nitrate. Hitec and Hitec XL are both eutectic ternary mixtures of sodium and
potassium nitrates, and sodium nitrite or calcium nitrate (Ca(NO3)2). In addition, liquid
sodium and new molten salts with a lower freezing temperature are currently under
development.

Solar salt is the cheapest and more stable salt in terms of thermal composition,
usable at temperatures of up to 600 °C under atmospheric conditions, the temperature
at which thermal decomposition starts.

Its viscosity is about 12 times higher than Therminol VP-1. As a consequence,
pumping elements usually require more power per mass unit. Nevertheless, the mass
flow in the solar field is considerably lower with molten salt, which leads to a lower
pressure loss in the piping. Both effects combined (low mass flow and pressure loss)
lead to lower parasitic power needed than oil-based solar fields (KEARNEY et al.,
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Figure 2.21 – Scheme of a direct molten salt concentrated solar power plant
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Note: It uses molten salt both in a parabolic trough collectors solar field and in a D2T TES.

Table 2.7 – Properties of Therminol VP-1, solar salt, Hitec and Hitec XL

Property Therminol
VP-1 Solar salt Hitec Hitec XL Unit

Composition
Diphenyl – C12H10 26.5 – – – wt%
Diphenyl oxide – C12H10O 73.5 – – – wt%
Sodium nitrite – NaNO2 – – 40 – wt%
Sodium nitrate – NaNO3 – 60 7 7 wt%
Potassium nitrate – KNO3 – 40 53 45 wt%
Calcium nitrate – Ca(NO3)2 – – – 48 wt%

Thermophysical
Freezing temperature 13 220 142 120 °C
Upper temperature 400 600 535 500 °C
Specific weight 694 1834 1790 1903 kg m-3

Specific heat 2.63 1.51 1.56 1.41 kJ kg-1 K-1

Volumetric heat capacity 1825 2769 2792 2683 kJ m-3 K-1

Thermal conductivity 0.076 0.517 0.331 0.519 W m-1 K-1

Viscosity 0.143 1.910 2.167 2.267 mPa s

Economic
Specific cost 2.20 0.49 0.93 1.19 USD kg-1

Source: Data from Patrick Hubert Wagner (2012) and STEAG (2020).
Note: Thermophysical properties at 400 °C and 1 bar. The upper temperature varies in the literature.

2004).
Because the volumetric heat capacity of the molten salt is higher than that
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of Therminol VP-1, the velocity is lower. This factor is more significant than the lower
viscosity. As a result, low storage system investment costs make a high storage capacity
economically viable, and a molten salt-based CSP installation can produce electricity
even at night. In addition, power plant efficiency is also increased during the night
because the ambient temperature is reduced.

Regrettably, molten salts also have disadvantages. Solar salt has a very high
freezing temperature, at 220 °C, necessitating energy-intensive freeze protection to
avoid the blockage of pipes and valves. In addition, it involves installing additional
hardware (e.g., electric heating elements, heat tracing, or insulation), which in turn
entails high investment and operation costs (KEARNEY et al., 2004). Higher process
temperatures also raise the average temperature of the solar field, leading to pipe,
valve, and pump corrosion and causing higher heat losses per radiation and hindering
its efficiency and cost reduction benefits.

In the case of indirect two-tank TES systems integrated into parabolic trough
plants, the freezing point issue becomes more relevant. First, because of the freezing
point of the molten salts and the properties of the oils used, the power cycle in these
systems is restricted to operate between 250 °C and 395 °C, which negatively impacts
the system’s efficiency. Secondly, additional heat exchangers are needed, which can
further increase the required investment for the TES system.

2.3.3 Compressed gas

The use of pressurized gases is another option to replace the current HTFs used
in CSP. They are safe from an environmental perspective since they do not pose fire
hazards and environmental constraints associated with thermal oils. Similar to molten
salts, higher HTF working temperatures are achieved, enhancing the power cycle effi-
ciency (BLANCO; SANTIGOSA, 2017). Furthermore, higher temperature differences
between the solar field outlet and inlet can enhance STES systems efficiency, increas-
ing storage density and thus reducing the required amount of HSM.

The requirements in selecting the proper gas involve thermal, hydraulic, and
economic characteristics, bearing in mind the feasibility of a commercial plant. This
principle leads to gases extensively used in the industry for similar working conditions.
Thus, the state-of-the-art gases are helium, carbon dioxide, nitrogen, and air (9), which
properties are shown in Table 2.8.

Helium seems to be a good option considering its thermal conductivity and spe-
cific heat. However, high costs and leakages due to its tiny molecules represent a
severe barrier to its application. On the other hand, carbon dioxide shows a higher
density in similar conditions, reducing pumping consumption and increasing the overall
installation efficiency. Therefore, carbon dioxide is nowadays considered the best candi-
(9) Due to its composition (75.5 wt% N2), air presents similar properties to nitrogen.
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Table 2.8 – Properties of gases of interest

Property Carbon dioxide Helium Nitrogen Unit– CO2 – He – N2

Density 78.83 7.024 47.96 kg m-3

Thermal conductivity 49.68 278.40 50.74 kW m-1 °C-1

Viscosity 31.48×10-6 35.07×10-6 32.58×10-6 Pa s
Specific heat 1.171 5.186 1.114 kJ kg-1 °C-1

Prandtl number 0.74 0.65 0.71 –

Source: Data from Blanco and Santigosa (2017).
Note: Thermal properties at 100 bar and 400 °C. The Prandtl number (Pr ) is the ratio between
momentum and thermal diffusivities; small values (Pr ≪ 1) mean the thermal diffusivity dominates heat
transfer, whereas large values (Pr ≫ 1) indicate the predominance of momentum diffusivity.

date for gaseous HTF applications, especially when working at supercritical conditions
(T >31 °C and T >7.4 MPa).

An evaluation of the technical and economic feasibility of pressurized gases
was performed at PSA. The experiment addressed the use of HTF in the gas-cooled
solar collectors’ project.It included analyzing several gases as HTF (helium, carbon
dioxide, nitrogen, and air). The solar collectors could be connected in series or parallel,
depending on the intended outlet temperature (525 °C, or 400 °C, respectively). The
nominal inlet temperature was 225 °C in both cases. In addition, the solar field was
connected to a I2T molten salt TES to evaluate the performance of the solar collectors
with pressurized gas and the system’s overall performance composed of the solar field
and the TES. This facility delivered very interesting and valuable results related to the
feasibility of pressurized gases for PTCs.

Nonetheless, pressurized gasses also have some disadvantages when com-
pared to thermal oils. Their lower density reduces heat transfer coefficients in the
receivers and increases the required pumping power. One way to reduce those neg-
ative impacts is increasing the working pressure, as the required pumping power of
gases to compensate for circuit pressure drop is inversely proportional to the square of
the pressure. However, that requires more robust components to withstand the higher
loads.

In the case of carbon dioxide, the water presence can trigger carbonic acid
(H2CO3) formation, which is corrosive to carbon steel, widely used in solar plants. Thus,
carbon dioxide would imply a rigid humidity control to avoid humidity condensation
inside the pipes and vessels. Another major problem found at PSA when working with
supercritical carbon dioxide (sCO2) was its incompatibility with the graphite sealing
used at the end of the receiver tubes to allow thermal expansion and rotation. The
graphite sealings were damaged very soon at working temperatures higher than 400
°C. However, no problem was found for lower temperatures. Thus, although air does
not have the drying requirements of carbon dioxide, it would still require preventive
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measures to limit the water content in the circuit.
On the contrary, nitrogen presents fewer corrosion issues than carbon dioxide or

air and can be obtained in loco simply from compressed air through a nitrogen gener-
ator. Therefore, nitrogen could be the most feasible HTF among the proposed gases.
Furthermore, the cost of synthetic oil and the related equipment (such as pumps, ex-
pansion vessels, and conditioning systems) will be replaced by a lower cost of nitrogen.
However, the overall costs of a large solar field with nitrogen will be higher than that of
an oil-based field due to the increasing cost of blowers and heat exchangers.

2.3.4 Liquid metals

Liquid metals are chemically stable over their entire temperature range. It means
they have a more extensive operating temperature range and an upper-temperature
limit of around 1000 °C, which would significantly increase power plants’ efficiency.
The first metal investigated is sodium in various compositions like NaK, liquid at room
temperature. The other is LBE, which has a higher boiling point.

Liquid metals have higher heat transfer coefficients and operating temperatures,
improving receiver efficiency and higher receiver fluid outlet temperature. With the use
of liquid metals. For solar salts, the optimum heat transfer in the optical receiver can
be increased up to five time the ones obtained for molten salts, which would result in
significant investment cost reductions. However, due to the relatively low heat capacity
of metals, they cannot be used as a storage medium, thus making a direct TES system
using liquid metals economically unattractive. Since molten salts cannot accommodate
the higher temperature of the liquid metals, a different thermal storage system would
have to be used, such as solid HSM. Another issue with liquid metals is that sodium
reacts violently with water, and LBE has health risks (TEMLETT, 2018).

2.4 ENERGY STORAGE

The oldest form of energy storage probably involves the harvest and stocking ice
for tasks that mechanical refrigeration satisfies today, including preserving food, cooling
beverages, and air-conditioning.

Significant technological developments happened throughout the nineteenth cen-
tury when chemical batteries became a common way to power electrical devices, such
as street and traffic lights and telegraphs. At that time, electricity was majorly transmit-
ted as direct current, so incorporating batteries was relatively simple.

In 1896, Homer Yaryan (1842-1928) installed a storage tank at a water heating
facility in the USA, capturing excess heat when electric demand was high. Additionally,
in the same period, other forms of storage were also used, including compressed air
and high-temperature water, converted into steam to drive heat engines.
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Today, storage is a crucial aspect for many energy technologies. The massive
amounts of petroleum stored worldwide are necessary for the reliable, economic avail-
ability of fuels and petrochemicals. Some hydropower utilities also store energy using
pumped storage; large electric motors pump water uphill to elevated reservoirs during
low electric demand. Then, during periods of peak demand, the water is allowed to flow
back downhill to redeliver the energy through hydroelectric generation.

Energy storage also includes technologies for storing heat. In thermodynamic
terms, such systems hold transferred heat before it is put to practical purposes. A
conventional example is hot water storage in residences and industries. Such heat
storage smoothes out the delivery of hot water or steam, but it is not usually considered
for periods more extended than one day. Advanced new storage devices are often
an integral part of other new technologies, and these sometimes can be made more
feasible by innovations in storage. Advances in storage significantly benefit wind and
solar energy technologies, as unlike nuclear and fossil-fired generation, they highly
depend on the weather, thus presenting an intrinsic inconstant behavior.

Beyond those, a large variety of storage techniques are under development.
Accounting for the energy form accumulated, they can be grouped into mechanical,
thermal, chemical, biological, and magnetic, as shown in Figure 2.22.

Figure 2.22 – Classification of energy storage methods
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The availability and success of these storage technologies will significantly af-
fect the success of the energy transition. To date, pumped hydro storage still by far
dominates the global storage mix. According to IRENA (2017), it accounts for 96%
of the total installed electric storage power capacity worldwide, followed by thermal
storage (~2%), electrochemical storage (~1%), and other mechanical storage (~1%).



Chapter 2. Background and literature review 68

In the future, the share of electrochemical storage is expected to grow due to efficiency
improvements and decreasing costs (IEA, 2020).

Despite this great variety, the basic principle is similar in every one of those
techniques; what mainly varies is the kind of energy withhold and its timescale. For all
of them, a complete storage cycle involves at least three steps: charging, storing, and
discharging. Charging can be performed via multiple processes, e.g., by modifying a
material’s thermal, chemical, electrical, or mechanical energy. After that, the primary
purpose is to keep the storage medium (i.e., the "battery") unchanged, so the stored
energy can be subsequently recovered by the reverse process.

Of all the storage technologies, direct electricity storage is the most desirable.
However, the use of batteries and capacitors is limited to restricted applications and
over a short time. Mechanical energy storage using flywheels can also provide a small
to medium amount of energy capacity. Storing energy on a large scale for supply over
many hours is more feasible using TES, pumped hydro, or compressed air energy stor-
age. Because of the need for elevated water reservoirs, pumped hydroelectric energy
storage is only available in limited locations. Large-scale compressed air storages re-
quire a considerable volume, which is only realistic if large-volume underground space
is available.

Additionally, using a combination of electrolysis and hydrogen fuel cells, electri-
cal energy storage technology is considered a long-term energy storage technology.
However, it requires hydrogen storage, and this technology still needs more research
and development. Therefore, TES turns to be the most viable technology readily avail-
able with fewer limitations on location or quantity of energy storage for a short time.
Moreover, thermal energy represents a significant share of energy consumption (see
Figure 2.23). Thus, TES systems can also increase the reliability of thermal energy
equipment and aid a large-scale transition from fossil fuels to renewables.

CSP presents a high capacity of integration with TES systems, which grants it
greater dispatchability and reliability, and represents one of its most essential advan-
tages from other renewables (BRAND et al., 2012). As can be observed in Figures 2.10,
the storage unit is integrated into CSP plants between the solar field and the power
block. Moreover, storage potentially makes solar-only baseload power possible. CSP
plants with large TES capacities may produce baseload solar electricity day and night,
making it technically possible for low-carbon plants to compete with fossil-fired plants.
Despite that, the TES system enables many operation methods which, besides extend-
ing plant operation after sunset, can be elaborated to smooth generation transients
occasioned by cloud cover, increase the annual installation output, or even its revenue.

In such an application, the TES primary operation strategy is quite simple: during
charge, part of the heat absorbed at the solar field is directed to the storage unit, where it
increases the HSM temperature, making it change between physical states or even both.
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Figure 2.23 – World energy use by activity in 2016
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At discharge, the Rankine cycle is powered by the energy stored in the TES (CABEZA,
2015). As a result, power demands are rarely constant over time. On this account,
the excess generation available during low-demand periods can be used to charge a
TES to increase the generation capacity during high-demand periods. Moreover, it also
results in higher CFs and avoids the need for additional units. Another advantage is
the shift of energy dispatch periods. It allows energy producers subject to time-of-day
tariffs to shift power injection into the grid from low to high-cost periods.

The use of TES demands a more extensive solar field concerning the required
solely by the power cycle. It happens because more heat is absorbed than the turbines
need to operate at the rated power resulting in a more frequent energy surplus that
can be stored, allowing extended and steady operation. In contrast, in the absence
of such a system, plant operation would need to waste some valuable energy during
the sunniest hours. However, this happens at the expense of a higher CAPEX; thus,
storage cannot be expanded indefinitely.

Selecting appropriate technologies and designing highly efficient TES systems
are becoming the primary focus of current research. In a recent review, Tian and
Zhao (2013) summarized the main criteria for designing a solar TES system regarding
technical, economic, and environmental aspects. Among those factors, the essential
requirements of a TES system are a high energy density to reduce the required amount
of HSM, reliable mechanical and chemical stability, and enhanced heat transfer. In
addition, a current trend focuses on temperature increase, aiming to improve plant
efficiency and reduce storage costs.

Besides that, the costs of the TES system (including storage materials, reser-
voirs, and heat exchangers) are also fundamental criteria that directly determine the
cost of the energy produced and the investment payback period, so ideally, it must
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be as low as possible. Moreover, storage materials should be environmentally friendly,
low corrosive, non- or low-flammable, and allow recurring charge and discharge cycles,
being fully reversible.

The TES alternatives can be classified in many forms. For example, according
to the storage principle, TES technologies available or under development for CSP
applications are divided into sensible, latent, and thermochemical. Alternatively, they
can be grouped based on the motion state of HSM into active and passive concepts
(LI; CHAN, 2017).

2.4.1 Classification by storage principle

Analyzing the technologies according to their storage principle, one can see that
STES is currently the most common method, with many low-cost materials available.
However, its poor energy density results in considerably large systems. In contrast,
LTES has a higher energy density but a poor heat transfer due to the very low thermal
conductivity of the applied materials.

While STES and LTES are already well established, TCES is still in the early
stages of development. However, it seems to be the most promising technology for
the future, as it presents the highest storage density. Nevertheless, problems such as
the complex design of reactors, low chemical stability, degraded performance over the
cyclic operation, reduced heat and mass transfers hinder its actual application in current
CSP plants.

Table 2.9 summarizes the main characteristics of different TES technologies and
main features.

2.4.1.1 Sensible thermal energy storage

In STES, thermal energy is stored or released by varying the HSM temperature.
It is a purely physical process without any phase change. Therefore, the heat stored
depends on the HSM’s mass, specific heat, and temperature change. As a substance’s
temperature grows, the energy content also increases. The thermal energy required
(Q) to heat a given mass of HSM (mHSM = ρHSM V HSM ) from T 1 to T 2 temperature is
given by

Q =

∫︂ T 2

T 1

ρHSM V HSM cHSM dT (2.5)

where ρHSM is the specific mass, V HSM is the cHSM is the specific heat.
Other HSM properties are also crucial for STES performance and feasibility: the

operating temperature, thermal conductivity and diffusivity, chemical and thermochemi-
cal stability, and costs. Moreover, the STES should be designed appropriately for heat
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Table 2.9 – Summary of the different thermal energy storage technologies by principle

Characteristic STES LTES TCES

Heat storage media cost Low Medium Low
Energy density Low Medium High
Temperature requirement High High Low (ambient)
Technology feedback Multiple experiments;

majority of TES
More R&D needed No feedback

Charge-discharge switch Short time Short time Medium time
Heat transfer Good Slow; low thermal

conductivity
Advantages Large commercial

feedback; easy
implementation

Constant operation
temperature; medium
energy density

Long-term storage;
high energy density

Disadvantages Heat losses during
storage; low energy
density; high freezing
and variable
discharge
temperatures

Low thermal
conductivity; solid
deposits in the heat
exchanger

Incomplete
irreversibility; storage
of gaseous
byproducts; poor heat
and mass transfer

Source: Data from Pelay et al. (2017).

discharge at relatively constant temperatures. The major drawback of this technology
is its limited energy density.

Liquid materials for STES are currently the most studied and are at an advanced
stage of development. Molten salts are considered one of the best materials for such
applications due to their features, including excellent thermal stability at high tempera-
tures, low vapor pressure, low viscosity, and high thermal conductivity, non-flammability,
and non-toxicity. The two leading molten salts are Solar Salt – 60% NaNO3 and 40%
KNO3 – and HitecXL – 48% Na(NO3)2, 7% NaNO3 and 45% KNO3. Solar Salt is used,
e.g., in Archimede, Italia and "MSEE/CatB", USA. Additionally, HitecXL was tested in
the PSA, Spain, and Themis, France. It was developed as a second option for Hitec –
40% NaNO2, 7% NaNO3 and 53% KNO3.

A new series of ternary salts mixtures was proposed with ultra-low melting tem-
peratures around 80 °C, preventing the HSM solidification and making the TES system
much easier to manage. For example, mixtures of salts consisting of KNO3, LiNO3, and
Ca(NO3)2 shows viscosities five times lower than commercial synthetic oils and molten
salts, as reported by Wang (2019).

Other liquid materials are also used as HSM in CSP plants and experiments,
for example synthetic oils and liquid sodium. However, additional safety measures are
necessary by the latter due to its unstable nature caused by high vapor pressure, which
may cause serious safety issues (PELAY et al., 2020).

Solid HSMs generally withstand wide ranges of temperatures, with high thermal
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conductivity and relatively low cost. Additionally, concrete and ceramics are intensively
studied, with good characteristics as solid HSMs.In order to improve the stability of
concrete at high temperatures, a new mixture with polypropylene fibers was specially
developed.A comprehensive list of HSM for CSP applications and their main character-
istics are provided by Gil et al. (2010).

Practical solutions to increase the energy density of solid and liquid STESs
include adding encapsulated PCMs or nanoparticles. Encapsulation means coating
PCM particles with a protecting shell to improve the chemical stability and prevent
individual particles from coalescing during cyclic operation. Adding encapsulated PCMs
in suitable materials can be considered a new coupled technology. Likewise, properly
adding nanoparticles to HSM can increase its specific heat. For example, Andreu-
Cabedo et al. (2014) showed that the specific heat of a Solar Salt could be increased
by 25% by adding 1 wt% of silica – SiO2.

Lastly, gaseous materials, such as compressed air or steam, have been used
in operating CSP plants (e.g., "Exresol-1," "Planta Solar 20," and "Planta Solar 10"
in Spain). The advantages of using gaseous materials are their availability, low cost,
non-toxicity, and wide range of operating temperatures. On the other hand, the draw-
backs of using gaseous materials are low thermal conductivity and low energy density.
Furthermore, even if these gases are stored compressed, the large reservoir’s volume
makes this option very challenging for large-scale CSP plants.

2.4.1.2 Latent heat storage

In LTES, thermal energy is stored or released by a material changing its physical
state (10). It is also a purely physical process, without any chemical reaction during
charge or discharge. Consequently, the heat stored is dependent mainly on the latent
heat of phase change (L).

Q = ρHSMV HSMLHSM (2.6)

Because of that, PCMs for LTES have the advantage of higher energy densities,
charging and discharging in narrow temperature ranges, close to their phase change
temperature. PCMs are either packaged in specialized containers such as tubes, shal-
low panels or encapsulated as self-contained elements.

It is relatively straightforward to determine the sensible heat of phase change
value for solids and liquids, but it is more intricate for gases. For example, suppose a
gas restricted to a specific volume is heated, both the temperature and the pressure
increase. The specific heat observed in this case is called the specific heat at constant
(10) it occurs at a constant temperature for pure substances, while for eutectic and azeotropic mixtures, it

happens at solid-liquid and liquid-vapor transition, respectively.
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volume (cv ). Instead, if the volume can vary at a fixed pressure, the specific heat at
constant pressure (cp) is obtained.

The main disadvantage of PCMs is their low thermal conductivity, resulting in
prolonged charge and discharge processes. Several approaches may be considered to
enhance heat transfer, including adding thermal conductivity promoters (e.g., graphite,
metal of foam matrixes, fins, high conductivity particles, micro-encapsulation of the
PCMs, heat pipes),and using high conductivity PCMs made of metal alloys. PCMs made
of metallic alloys (i.e., Mg-Zn-Al) have the advantages such as high thermal conductivity
(around two orders of magnitude higher than molten salts) and good thermochemical
stability. However, their high price (between 2 and 3 USD kg-1) is an obstacle for
implementing large-scale LTES. Recent advances on the geometrical configurations of
LTES are reviewed by Mao (2016).

Inorganic and organic substances with potential use as thermal storage material
at high temperature and their physical properties are listed by Gil et al. (2010) and
Sharma et al. (2015). The melting temperature of these PCMs generally varies between
100 and 900 °C, yet materials with lower transition temperatures (between 100 and 300
°C) are more suitable for LTES in linear concentration CSP. On the other hand, materials
with higher phase change temperatures (higher than 400 °C) can be used in punctual
concentration CSP.

2.4.1.3 Thermochemical heat storage

Unlike sensible or latent heat storage, TCES is based on reversible chemical
reactions, characterized by a change in the molecular configuration of the reagents.
First, solar energy is used to drive an endothermic chemical reaction; then, it is stored
as chemical potential. Finally, the reversed exothermic reaction enables the recovery of
the stored heat at discharge, sometimes by adding a catalyst. The advantages of TCES
rely on its superior energy density (up to 10 times greater than LTES)and the possibility
to preserve the stored energy for more extended periods. As a result, it is a desirable
option and fairly economically competitive

Reactions involving metallic hydrides, carbonates, hydroxides, redox, ammonia,
and organic reagents can be used for TCES units in medium or high temperatures
(300–1000 °C). The review by Pelay et al. (2017) groups these reactions with their main
characteristics, advantages, disadvantages, and experimental feedback.

Meanwhile, common technical problems of the materials used for TCES are
low thermal conductivity (which slows the heat transfer) and low permeability (which
reduces the mass transfer), which remain to be solved. Additionally, some reactions
suffer from incomplete reversibility, a crucial drawback for TCES because their storage
capability gradually decreases over multiple cycles.

Hence, many studies are devoted to the material properties and reactor designs
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to enhance the mass transfer during combination and the heat transfer during decom-
position. Recent advancements and proposed methods are reviewed by Aydin et al.
(2015).

2.4.2 Classification by the motion of heat storage medium

Based on the motion state of storage materials during charge or discharge, the
TES concepts can be broadly classified into two concepts: active and passive. The
HSM itself flows to absorb (charge) or release (discharge) heat by forced convection
in active systems. In contrast, the HSM does not flow through heat exchangers; it is
heated or cooled just by HTF circulation.

Additionally, Figure 2.24 shows possible integration concepts of STES in a CSP
facility.

Figure 2.24 – Sensible thermal energy storage systems

Source: Adapted from Pelay et al. (2017).
Note: (a) Two-tank direct; (b) two-tank indirect; (c) thermocline indirect; (d) passive.

2.4.2.1 Active storage

Active systems can be subdivided into direct and indirect regarding the TES
integration on the facility.

In active direct systems, the HSM also serves as the HTF in the solar field. Thus,
no heat exchanger between HTF and the HSM is required.
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At TES charging, the HTF is stored in a hot tank, positioned at the exit of the
solar field. Similarly, at discharge, the HTF in the hot tank is pumped through the power
cycle and then stored in the cold tank (11) at the entrance of the solar field.

Using the same material eliminates the cost of having extra heat exchangers,
potentially allowing the power block to be operated at higher temperatures, which pos-
itively impacts the system’s thermodynamic efficiency. To date, the most commonly
deployed concept relates to the direct molten-salt two-tank system, similar to the one
shown in Figure 2.24. Another concept under this classification is the single-tank molten
salt system, where hot and cold fluids are stored in the same tank (usually separated
through a mechanical barrier). However, the latter has not been fully deployed. Despite
potentially reducing costs, the tank and the barrier would be constantly exposed to
severe thermal stresses under cycling operation, affecting its expected lifetime .

Contrary to active direct TES, in active indirect systems, an intermediate, different
to the HSM is used as HTF, so they flow in independent circuits, implying that an
additional heat exchange process is required. Active indirect TES systems in the form
of the two-tank indirect molten salt system are the most deployed concept in CSP plants
today.

At active indirect systems, the HTF and the HSM are different. Typical active
indirect concepts are shown in Figure 2.24, with two separate tanks (Figure 2.24b)
and one thermocline tank (Figure 2.24c) for storage. In the first, for TES charging, the
HSM in the cold tank is pumped to the hot tank, passing through a heat exchanger.
Then, during the discharge phase, the flow direction of the storage material is reversed
to release the heat to the HTF. In this manner, hot and cold materials are separately
stored.

An alternative to the two tanks concept is using a single tank, which combines
the hot and cold tank into one storage volume and reduces capital costs. The hot HSM
is stored on the top and the cold HSM on the bottom of the tank. They are separated
due to temperature stratification, and the zone between the hot and cold fluids is called
the thermocline. Usually, a filler material (e.g., quartzite rock, sand, concrete) is added
to the tank to enhance the thermocline effect and reduce the needed amount of HSM.
Therefore, it is about 35% cheaper than two tanks systems.

It works by pumping the hot fluid into the top of the tank, which gradually dis-
places the cold fluid at the bottom of the tank during charging mode. Thus, buoyancy
effects preserve the thermal gradient that is created inside the tank. However, in prac-
tice, it is challenging to separate the hot and cold fluid. Therefore, the configuration of
filler materials in the tank is undoubtedly a crucial aspect to be considered.
(11) Although it is called a cold tank, its temperature commonly far exceeds the ambient temperature
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2.4.2.2 Passive storage

In passive systems, the TES media itself does not circulate. Instead, the storage
contains a tubular heat exchanger integrated into the solid HSM, usually a solid (e.g.,
concrete, PCMs), forming a compact heat exchanging and storage unit (see Figure
2.24d). The HTF circulates to heat (charge) or cool down (discharge) the material kept
inside the storage system.

The significant advantage is that this HSM is often inexpensive material, such as
rocks, sand, or concrete (TEMLETT, 2018).

The high thermal conductivity and the excellent contact between the HSM and
the tubes are crucial to enable high heat transfer rates. Nevertheless, the HTF tem-
perature decreases during the discharging process as the TES cool down. This issue
may be overcomed by using PCMs and thermochemical reactions, yet at the expense
of lower heat transfer coefficients. Another potential disadvantage is concerning the
thermal fatigue of the HSM, which can affect its lifetime (GUÉDEZ, 2016).

2.5 ENERGY DISPATCH STRATEGIES

When equipped with a TES system, the operation of a CSP plant can be per-
formed in multiple ways, according to the enterprise objectives and techno-economic
restrictions. IEA (2010) highlights four major operation strategies, aiming to attend: in-
termediate loads, delayed intermediate loads, baseloads, and peak load, as presented
in Figure 2.25. Additionally, the integration of TES also enables additional revenue
streams (i.e., ancillary services).

Figure 2.25 – Example of grid daily power demand

Source: Guédez (2016).
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At the intermediate load plan (see Figure 2.26), the facility is designed to dis-
patch electricity when the sunshine coincides with peak and shoulder, represented by
the intermediate load in Figure 2.25). Its optimal configurations only require a small
amount of storage, mainly to smooth electricity production. Thus, it provides the most
inexpensive investment costs electricity output.

Figure 2.26 – Intermediate load configuration

Source: IEA (2010).

The delayed intermediate load configuration (see Figure 2.27) provides a higher
offset between heat absorption and electricity dispatch. At this configuration, the plant
collects solar energy all day but dispatches electricity from noon until after sunset,
attending to peak and shoulder loads. Because of that, it requires an enormous amount
of storage.

The baseload configuration (see Figure 2.28) runs the plants continuously for
most of the year, at the expense of enormous storage capacities. When relying on
cheap storage capacity, electricity from the baseload plant is slightly cheaper than the
delayed intermediate load plant. In addition, higher HSM temperatures allow for less
expensive storage but require more sophisticated and costly materials.

Lastly, the peak load plan (see Figure 2.29) is designed to provide electricity
solely to meet peak loads. Therefore, it requires a large amount of storage and power
block capacity. As a result, it produces the lowest CF and the most expensive energy
of all four designs. Although, it dispatches it when the highest revenue prices occur.

Another alternative is to optimize the plant’s dispatch, aiming to maximize param-
eters such as generation, revenue, or the plant’s CF. A study of this kind is performed
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Figure 2.27 – Delayed intermediate load configuration

Source: IEA (2010)

Figure 2.28 – Base load configuration

Source: IEA (2010)

by Petrollese et al. (2017).

2.6 POWER CYCLE

The Rankine cycle is the basic building block of vapor power plants. The compo-
nents of four alternative vapor power plant configurations are shown schematically in
Figure 2.30. It divides the plant into four subsystems identified from (A) through (D).

The function of subsystem (A) is to supply the energy to heat the power block
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Figure 2.29 – Peak load configuration

Source: IEA (2010)

working fluid into the vapor required by the turbine of subsystem (B). In that subsystem
is where the energy conversion from heat to work occurs. Each particle of the working
fluid periodically undergoes a thermodynamic cycle as it circulates through the series
of interconnected components. That is the Rankine cycle (MORAN; SHAPIRO, 2014).

In those systems, regardless of the energy source, the vapor produced passes
through the turbine, expanding to lower pressure, developing power. Next, the turbine
power shaft is connected to an electric generator – subsystem (C). Finally, the turbine’s
vapor passes through the condenser, condensing outside tubes carrying cooling water
– subsystem (D) (MORAN; SHAPIRO, 2014).

The primary distinction between that power plant configurations to a CSP facility
is the method used in subsystem (A) to produce steam. In fossil-fueled plants, the work-
ing fluid vaporization is accomplished by heat transfer from fuels combustion to water.
This method is present in facilities fueled by biomass, coal, biomass, and municipal
waste (MORAN; SHAPIRO, 2014).

Distinctly, solar thermal power plants have receivers for collecting and concen-
trating solar radiation. In addition, the heated HTF provides the energy required to
vaporize water flowing in the other stream of the heat exchanger, which is provided to
the steam turbine. Therefore, the thermal analysis of solar power plants is similar to
that of any other plant, and the same thermodynamic relations are applied (MORAN;
SHAPIRO, 2014).

Moreover, concentrating collectors and conventional boilers are present in hybrid
plants, running on solar radiation or fuels whenever needed.

Figure 2.31 shows the basic Rankine cycle, and its T-s diagram. Considering
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Figure 2.30 – Sensible thermal energy storage systems

8.1 Introducing Vapor Power Plants  443

difference in the four power plant configurations shown in Fig. 8.1 is the way working 

fluid vaporization is accomplished by action of subsystem A:

c Vaporization is accomplished in fossil-fueled plants by heat transfer to water pass-

ing through the boiler tubes from hot gases produced in the combustion of the 

fuel, as shown in Fig. 8.1a. This is also seen in plants fueled by biomass, municipal 

waste (trash), and mixtures of coal and biomass.

c In nuclear plants, energy required for vaporizing the cycle working fluid originates 

in a controlled nuclear reaction occurring in a reactor-containment structure. The 

pressurized-water reactor shown in Fig. 8.1b has two water loops: One loop circulates 

Fig. 8.1 Components of alternative vapor power plants (not to scale).

(a) Fossil-fueled vapor power plant.
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(b) Pressurized-water reactor nuclear vapor power plant.
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the system’s inefficiencies, the actual pumping process is 1-2’, and the actual turbine
expansion process is 3-4’.

The cycle net work output (W ), heat input (Q), pumping work (W 12′), and effi-
ciency (η) are calculated as follows:

W
m

= (h3 − h4′)− (h2′ − h1) (2.7)

Q
m

= (h3 − h4′) (2.8)

W 12′

m
= (h2′ − h1) =

v(P2 − P1)

ηpb
(2.9)

η =
W
Q

=
(h3 − h4′)− (h2′ − h1)

(h3 − h2′)
(2.10)

where h is specific enthalpy; v is specific volume; and P is pressure.
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Figure 2.31 – Basic Rankine power plant cycle

Net work output,

W ¼ ðh3� h40 Þ � ðh20 � h1Þ (10.3)

Heat input,

Q ¼ h3 � h20 (10.4)

Pump work,

1W20 ¼ h20 � h1 ¼ nðP2� P1Þ
hpump

(10.5)

Cycle efficiency,

h ¼ W

Q
¼ ðh3� h40 Þ � ðh20 � h1Þ

ðh3� h20 Þ (10.6)

where

h¼ specific enthalpy (kJ/kg);
v¼ specific volume (m3/kg); and
P¼ pressure (bar)¼ 105 N/m2.

Generally, the efficiency of a Rankine cycle can be improved by increasing the pressure in the boiler.
To avoid the increase of moisture in the steam coming out from the turbine, steam is expanded to an
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FIGURE 10.11

Basic Rankine power plant cycle. (a) Basic Rankine cycle schematic. (b) T-s diagram.
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Source: Kalogirou (2004).
Note: (a) schematic; (b) T-s diagram.

2.6.1 Reheat cycle

Generally, the efficiency of a Rankine cycle can be improved by increasing the
pressure in the boiler. So, in reheat cycles, the expansion takes place in two turbines
(MORAN; SHAPIRO, 2014). This process is shown in Figure 2.32.

First, the steam expands in the high-pressure turbine to some intermediate
pressure, then passes back to the boiler. Then, it is reheated at constant pressure to
a temperature usually equal to the original superheater outlet temperature. Finally, the
reheated steam is directed to the low-pressure turbine, expanding until the condenser
pressure is reached (MORAN; SHAPIRO, 2014).

The reheat cycle efficiency is given by

η =
(h3 − h4′) + (h5 − h6′)− (h2′ − h1)

(h3 − h2′) + (h5 − h4′)
(2.11)

2.6.2 Regenerative cycle

In a simple Rankine cycle, the efficiency is much less than the Carnot efficiency,
as part of the heat supplied is lost due to irreversibility. However, if some means could
be found to transfer this heat reversibly from the working fluid in another part of the cycle,
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Figure 2.32 – Reheat Rankine power plant cycle

intermediate pressure and reheated in the boiler. In a reheat cycle, the expansion takes place in two
turbines. The steam expands in the high-pressure turbine to some intermediate pressure, then passes
back to the boiler, where it is reheated at constant pressure to a temperature that is usually equal to the
original superheat temperature. This reheated steam is directed to the low-pressure turbine, where is
expanded until the condenser pressure is reached. This process is shown in Figure 10.12.

The reheat cycle efficiency is given by:

h ¼ ðh3� h40 Þ þ ðh5� h60 Þ � ðh20 � h1Þ
ðh3� h20 Þ þ ðh5� h40 Þ (10.7)

EXAMPLE 10.1
The steam in a reheat Rankine cycle leaves the boiler and enters the turbine at 60 bar and 390 �C. It
leaves the condenser as a saturated liquid. The steam is expanded in the high-pressure turbine to a
pressure of 13 bar and reheated in the boiler at 390 �C. It then enters the low-pressure turbine, where
it expends to a pressure of 0.16 bar. Estimate the efficiency of the cycle if the pump and turbine
efficiency is 0.8.
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Reheat Rankine power plant cycle. (a) Reheat Rankine cycle schematic. (b) T-s diagram.
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Source: Kalogirou (2004).
Note: (a) schematic; (b) T-s diagram.

all the heat supplied would be transferred at superior temperatures, and efficiencies
closer to the Carnot efficiency could be reached (MORAN; SHAPIRO, 2014). The cycle
where this technique is used is called a regenerative cycle, as presented in Figure 2.33.

In that cycle, steam is extracted at various points in the turbine. It is then directed
to feedwater preheaters and mixed with the condensed water. In that regenerative
process with just one extraction point the total steam flow rate is expanded to an
intermediate point 6, where a fraction (f ), is bled off and taken to a feedwater heater;
the remaining (1-f ) is expanded to the condenser pressure and leaves the turbine at
point 7.

After condensation to state 1, the (1-f ) water is compressed in the first feed pump
to the extraction point 6. It is then mixed in the feedwater preheater with the extracted
steam in state 6, and the total flow rate of the mixture leaves the heater in state three
and is pumped to the boiler, 4. Thus, the regenerative cycle efficiency is given by

η =
(h5 − h6) + (1− f )(h6 − h7)− (1− f )(h2 − h1)− (h4 − h3)

(h5 − h4)
(2.12)
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where f is the fraction of steam in the turbine bled at state 6 to mix with the feedwater.

Figure 2.33 – Rankine power plant cycle with regeneration

In a regenerative cycle, expended steam is extracted at various points in the turbine and mixed with
the condensed water to preheat it in the feed-water heaters. This process, with just one bleed point, is
shown in Figure 10.13, in which the total steam flow rate is expanded to an intermediate point 6, where
a fraction, f, is bled off and taken to a feed-water heater; the remaining (1� f ) is expanded to the
condenser pressure and leaves the turbine at point 7. After condensation to state 1, the (1� f ) kg of
water is compressed in the first feed pump to the bleeding pressure, P6. It is then mixed in the feed-
water heater with f kg of bled steam in state 6 and the total flow rate of the mixture leaves the heater in
state 3 and is pumped to the boiler, 4.

Although one feed-water heater is shown in Figure 10.13, in practice, a number of them can be
used; the exact number depends on the steam conditions. Because this is associated with additional
cost, however, the number of heaters and the proper choice of bleed pressures is a matter of lengthy
optimization calculations. It should be noted that if x number of heaters are used, xþ 1 number of feed
pumps are required.

The regenerative cycle efficiency is given by:

h ¼ ðh5� h6Þ þ ð1� f Þðh6� h7Þ � ð1� f Þðh2� h1Þ � ðh4� h3Þ
ðh5� h4Þ (10.8)

where f¼ fraction of steam in the turbine bled at state 6 to mix with the feed-water.
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Rankine power plant cycle with regeneration. (a) Regenerative Rankine cycle schematic. (b) T-s diagram.
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Note: (a) schematic; (b) T-s diagram.

Although one feedwater heater is shown in Figure 2.33, many of them can be
used; the exact number depends on the steam conditions. However, because this
is associated with additional cost, their number and the proper extraction pressures
require careful calculations.

2.7 THERMAL POWER SYSTEMS SIMULATION

The first simulation program for thermal power plants dates back to the 1960s.
In the following decade, a method was developed in which a water-steam circuit
was solved numerically, constructed using individual components connected through
streams. Then, it was systematized in code so computers could interpret the entire
circuit. Since then, this workflow has been widely maintained.
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Modern simulation programs combine a graphical user interface with detailed
flow, thermodynamics, and heat transfer models. These calculations greatly facilitate the
assessment of new plant design, process modifications, existing plant retrofitting, plant
optimization, plant security and safety, operating behavior at base loads, off-design
loads, start-up and shutdown procedures, and operating behavior during malfunctions.

The physical background of these programs is based on the conservation of
mass, energy, and momentum. Therefore, the complexity of these equations and the
required method for a numerical solution depend on whether the flow problem is steady-
state, quasi-steady, or dynamic.

Steady-state simulation. The time derivatives are eliminated from the conserva-
tion equations. Quasi-dynamic simulation. The time derivative of specific components
is not relevant. It can be neglected in the conservation equations, which in return sim-
plifies the system of equations significantly. Dynamic simulation. The time derivatives
must be taken into consideration.

Secondly, they also depend on the dimension of the flow model.
Dimensionless. The local discretization is not considered, so the modeling of

thermal power plant components such as heat exchanger, pump, condenser, turbine
results in equation systems with the inputs and output parameters of the components
(pressure, enthalpy, mass flow rate, and concentration); One-dimensional. The plant
components are discretized between their inlet and outlet, and the flow in finite objects,
resulting in a numerical grid. Then, algebraic equations approximate the partial differ-
ential equations obtained. Finally, the state variables such as temperature, enthalpy,
and pressure at each discrete coordinate can be determined; Two or three-dimensional.
Spatial discretization is required for the different coordinates, resulting in detailed and
computationally expensive calculations.

In many practical engineering applications, dimensionless modeling and the as-
sessment of the steady-state operation of components is sufficient. Design calculations
at different loads are also conducted with such steady-state simulation models.

In contrast, dynamic simulation allows investigation into the transient behavior
of the entire power plant. Therefore, an adequate description of automation structures
and control devices is essential to obtain an accurate response. Despite that, the
programming effort and computational time are considerably higher than steady-state
calculations.

2.7.1 Solar thermal power systems

Ideally, a CSP plant operates at a steady-state design load. However, it is also
required to operate on off-design load conditions due to solar radiation fluctuations and
energy supply and demand.

Their operating flexibility is an essential factor for reliable grid stability and eco-
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nomic operation. So quasi-dynamic and dynamic simulations offer an effective tool for
optimizing the power plant performance and control structures and assessing capabil-
ities and limitations of the system about process, materials, emissions, or economics.
Additionally, thermoeconomic optimizations at different base loads and off-design load
conditions are often necessary, requiring both the model accuracy and efficiency of the
numerical solver to design competitive facilities.

Dynamic simulation of CSP plants is conducted as the technology relies on
DNI, which is naturally variable. Cloudiness, solar angles, daytime and season, and
the plant’s geographic location influence the amount of energy that can be collected.
Dynamic simulations aim to study the performance of CSP plants under different so-
lar irradiance conditions, also regarding procedures such as plant start-up and TES
operation.

According to Alobaid et al. (2017), two types of studies can be distinguished,
either performing simulations based on half to one-hour timesteps and treating most
thermal components as quasi-dynamic, or based on shorter timesteps, which attempt to
track short duration cloud and thermal transients using more fundamental approaches.
Critical inputs for system performance forecasting include DNI time-series data, com-
bined with the local ambient temperature, humidity, and wind speed. Commercial soft-
ware for energy system modeling used in solar thermal applications includes SAM,
Greenius, OpenModelica, EBSILON Professional, and TRNSYS. A detailed overview
of codes applicable to CSP technologies is given in Ho (2008).

A free, closed-source package used for the pre-design of CSP plants is the SAM
from the National Renewable Energy Laboratory (NREL), based on the TRNSYS simu-
lation engine. It incorporates economic and energetic hourly simulations of renewable
energy technologies. SAM is freely available and accounts for a user-friendly graphi-
cal interface and a detailed economic model as its principal advantage. Additionally, it
presents a parametric analysis toolbox to perform simultaneously parametric studies
about design parameters. Despite that, as one of its main disadvantages, it only ac-
counts for limited CSP plant layouts, thus making it complex to use for evaluating new
concepts and hybrid schemes. For example, the combined use of a PTC solar field with
a D2T TES is not predicted for the software, yet it is investigated in the paper by Lopes
et al. (2021).

Another free tool used for the analysis of CSP plants is the Green Energy System
Analyses Tool (Greenius) developed by the German Aerospace Center (DLR) (DLR,
2018). It presents a similar workflow to SAM, only allowing rigid plant layouts. It offers
a combination of fast technical and economic calculations and comes with an interface.
The main disadvantages are similar to those of SAM, these being the impracticality
to develop new models. Moreover, it allows lesser personalized simulations and does
not incorporate optimization models. Furthermore, integrating new components is not
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possible, and the solar field-related component technical and economic models are
less detailed than in SAM.

SolarTherm is a simulation tool for evaluating and optimizing novel CSP system
designs, offering an easy and highly flexible alternative to the conventional tools. It
is built in the object-oriented Modelica language (Modelica Association, 2017), and
it can be edited and run in a user-friendly graphical environment such as Dymola
(Dassault Systèmes, 2019) or OMEdit (Open Source Modelica Consortium, 2019). It
allows the modeling and simulation of complex physical systems with mechanical and
control components. Modelica has been extensively used to model and simulate CSP
components and systems, and all aspects of the model and solver are visible and
can be modified. However, these advantages come at the expense of more intricate
component settings and modeling. Examples of recent publications can be found in the
study by Calle et al. (2020).

Many providers of design software for power plants have begun to include CSP
plant components in their tools. For example, this is the case of EBSILON Professional
which provides specialized component libraries for steady-state and time-dependent
simulation jointly developed with the DLR. Such a program was used by Ferreira (2018),
who studied a CSP-LFR-DSG plant with a sensible-latent storage system. Figures 3.2-
3.5 shows examples of CSP plant topologies modeled in this program. STEAG (2021)
presents details about the physical modeling of crucial components.

Several studies have been performed dealing with the optimization of TES inte-
gration and operation in existing CSP plants. In most of them, the main power plant
blocks are modeled for a given CSP plant layout or to simultaneously represent multiple
power plants technologies. Sensitive analysis of critical design parameters instead of
optimization algorithms is used to identify best configurations from quantifying key spe-
cific performance indicators, such as the LCOE. The outcome from these studies has
helped the research community to understand that there exists an interrelation between
the desired operation and the optimum solar field, power block, and TES sizes, and de-
spite increasing the investment, TES can lower the LCOE (GUÉDEZ, 2016; TEMLETT,
2018).

2.8 THERMOECONOMIC ANALYSYS

Thermoeconomics considers the interrelations among energy, economy, and
ecology, bringing some fundamental inputs in process design, evaluation, and main-
tenance. Thermodynamic formulations imply using scarce resources and comparing
energy and exergy conservation between different processes, which is fundamental
for energy policy discussions. Thermal systems involve significant work and heat in-
teractions with their surroundings and appear in almost every industrial plant. Such
considerations may have a positive impact on sustainable development and environ-
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mental protection (DEMIREL; GERBAUD, 2019).
One of the main goals of thermoeconomic analysis is understanding the system’s

cost structure of the system products and thus introducing criteria and indicators for
system design improvement. The economic evaluation of power generation resources
can be performed based on several key parameters, such as simple or discounted
payback, investment IRR, NPV and the LCOE, being the latter the most widely used.

2.8.1 Levelized cost of energy

The LCOE is the principal tool for comparing plant unit costs of different technolo-
gies over their lifetimes. LCOE is closer to the costs of electricity production in regulated
electricity markets with stable tariffs, for which it was developed than to the variable
prices in deregulated markets. Thus, it is broadly considered in studies by organizations
such as the International Renewable Energy Agency, the Brazilian Energy Research
Office, the USA Energy Information Administration, among many others for conducting
technical-comparative analysis.

By definition, a good way of looking at LCOE is considering the electricity tariff
at which an investor would precisely break even after paying the costs incurred over the
facility’s lifetime. It is based on the assumptions that the discount rate and electricity
tariff are stable during the project’s lifetime, while in practice they are most likely to vary.

Another feature of LCOE is that it allows different technologies to be compared
with different scales of operation, periods of investment and operating time, or even
both. Thus, for example, it can be used to compare the cost of power generated by a
renewable resource with a fossil-fueled generating unit or even to make comparisons
between different renewable. As an example, one can cite the study by Astariz et al.
(2015), which evaluated the different possibilities of harnessing energy in the marine
environment, using LCOE to perform an economic analysis of offshore wind, tidal, and
wave energy ventures. Another example is the study by Ouyang and Lin (2014), which
estimated the LCOE for many renewable sources in China to define the government
policies needed to increase their competitiveness against fossil fuels.

In addition, relative variations in the LCOE of one generation technology com-
pared to another can be used as a measure of technological progress, as can be
observed in Figure 1.8a, and usually reflect reductions in costs due to favorable finan-
cial policies, scale gains, reduction in manufacturing costs, and learning curve IRENA
(2019).

There are multiple forms to perform its calculation, used in specific contexts.
However, they all fundamentally regard the CAPEX and OPEX, leveled by the energy.
Following it is presented the definition by BEIS, as described by Aldersey-Williams and
Rubert (2019).
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LCOE =

∑︁n
t=0(CAPEX + OPEX t )(1 + r)−t∑︁n

t=1 E t (1 + r)−t (2.13)

in which CAPEX is the annual capital costs; OPEX is aggregate of fuel, carbon, insur-
ance, fixed and variable annual operational costs; E t is the annual net electricity output;
r the annual discount rate; and n the system lifetime, in years.

In the past, the technology with the lowest LCOE was also the best baseload
investment choice, yet it is no longer valid; structural changes in demand and supply, in
particular with the mass deployment of renewables with zero short-run marginal costs,
challenge the notion of baseload production itself.

In fact, with the prospect of greater penetration of intermittent renewable sources,
there is currently a concern in developing more appropriate metrics capable of weighing
the benefits of each technology (EPE, 2018), such as the VALCOE and the LCOS,
as presented in the reports by IEA (2020, 2021) and the studies by Pawel (2014),
Jülch (2016) and Schmidt et al. (2019), respectively. As a result, a technology’s actual
economic cost will now depend on its overall share and technical characteristics and
all other technologies’ costs and technical characteristics in the grid rather than only on
the discounted sum of its investment costs and variable costs at the plant level.

Nevertheless, despite those limitations, LCOE has maintained its appeal. It re-
mains a straightforward, transparent, comparable, and well-understood metric, while
to date, these other metrics still not largely adopted by technical and scientific studies.
Thus, while there is an increasing need to complement it with the other metrics, it re-
tains its fundamental usefulness as a widely used tool for modeling policymaking and
public debate.

2.9 CHAPTER CONCLUSIONS

This chapter aims to present concepts that permeate CSP, such as solar col-
lectors, thermal energy storage, and the Rankine cycle, to introduce the reader to the
environment in which this study is inserted. Based on the information presented, it can
be said that energy storage systems have played and will play an increasingly important
role in society, especially in facilitating the decarbonization of energy generation and
consumption processes.

Such systems are well integrated with CSP plants, especially in energy storage
in the form of heat. Therefore this technology can play an essential role in the energy
transition by enabling a more predictable and stable energy supply.

Among the current trends for this technology, there is greater use of CSP-PTC
plants combined with sensible heat storage systems in I2T arrangement, with molten
salt as HSM; because of this, this configuration was called conventional in this work.
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For the future, a notable development of SPT technology is also anticipated, and the
use of DSG and DMS solar field configurations. The latter, coupled with the conven-
tional configuration, presents a high potential for CSP cost reduction, which has been
addressed with great emphasis in this paper.
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3 PLANTS MODELING AND SIMULATION

This chapter describes the main procedures implemented throughout this study
to enable the modeling and simulation of CSP plants and their comparison on a thermo-
dynamic and economic basis. The main procedures followed are summarized in Table
3.1 and are subsequently described.

Table 3.1 – Summary of the main procedures followed

Step Title Procedure Output

1 Power block sizing Estimate of the main
parameters of the power
block. For that it was used
the design point method
(WANG, 2019) as well as the
SolarPACES (2021)
database

Power block net and gross
capacities and demanded
thermal power, in design
conditions

2 Thermal energy storage
sizing

Estimate of the main
parameters of the TES. It
was used the design point
method

Required HSM mass flow
rate in heat exchangers an
the total mass of fluid in the
hot and cold tanks

3 Solar field sizing Estimate of the main
parameters of the solar field.
For that it was used the
design point method as well
as the PTC’s characteristic
curve

Power block net and gross
capacities and demanded
thermal power, in design
conditions

4 Plant modeling EBSILON Professional was
used for modeling plants in
four distinct configurations,
aiming to compare their
performance under a typical
year of operation. The
ambient EBScript was used
to handle the information flow
of the facility in each of the
timesteps of the simulations

Four topologies for
representing the analysed
plant configurations explored
in this study, with a operation
emulating real CSP-PTC
facilities

5 Parametric analysis Proceed a parametric
analysis varying two of the
most important facility’s input
metrics, the SM and the
storage capacity

Assessment of these
parameters’ influence in the
plant behavior

6 Best performing designs
analysis

Identify the combinations of
parameters in sensitive
analysis which result the
most economically
competitive facilities

Performance of the most
competitive configurations for
each configuration

Source: Elaborated by the author.
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• Power block sizing. The first step for modeling the power plants consists of
defining the power block rated power. In this study, they were chosen to repre-
sent the scale of the most current CSP-PTC enterprises (under operation and
development), based on the SolarPACES (2021) database;

• Thermal energy storage sizing. Afterward, the HSM mass in the TES can be
obtained. At night or throughout overcast sky conditions, the TES provides the
power block heat input. At this condition, the HSM mass flow out of the hot
storage tank was estimated, providing the total mass of HSM to be held;

• Solar field sizing. The following step is to estimate the collector field area re-
quired to provide the heat for the power cycle. For that, this study follows the
design point method, described by Wang (2019). According to it, the facility
nameplate parameters are obtained considering steady-state conditions. Hence,
the thermal power absorbed at the solar field matches the rated power required
to run the steam turbine and store a predetermined surplus for later use. The
meteorological conditions, mainly the instantaneous DNI and solar position, are
provided by a representative date and time. Other inputs, like the ambient air
temperature and the wind speed, are calculated based on the TMY;

• Plant modeling. Besides defining the plant mentioned above parameters, it is
also crucial to ensure its operation strategy follows those in commercial stations.
For this purpose, algorithms were elaborated to command off-design system
operation, mainly to command the HTF temperature and the TES charge and
discharge cycles;

• Parametric analysis. Once the design conditions and the operation strategy
are defined, the topologies under the scope of this work were modeled and
simulated using EBSILON Professional. A parametric analysis was performed,
varying the solar field size (SM) and the storage capacity, aiming to obtain the
design combinations with the lowest LCOE for each topology, so ensuring a fair
comparison between them;

• Best performing designs. Lastly, a wide range of results was obtained from the
parametric analyses for the various independent parameter combinations. The
most competitive plants (i.e., with the lowest LCOE) were selected and further
analyzed under technical and economic perspectives.

Four PTC concepts were examined, including different HTFs and the use or
not of STES. Among the software available for this purpose, EBSILON Professional
stands out due to the possibility to perform complex and customizable, and the pres-
ence of specific modules for solar thermal plants simulation, developed by the German
Aerospace Center (DLR) in association with STEAG Energy Services GmbH.
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The layout of the modeled plants was based on the Andasol-1 project in Guadix,
Spain, since it is widely described in the literature, such as the study by NREL (2013).
It was the first commercial CSP-PTC power plant in Europe, operating since March
2009. Table 3.2 presents its main characteristics. The 50 MWe plant is composed of a
PTC running on thermal oil and a I2T molten salt TES using molten salts. The Rankine
cycle design (see Figure 3.1) presents one high-pressure and four low-pressure vapor
extractions. Its main characteristics are presented in Table 3.2.

Figure 3.1 – Scheme of the Andasol-1 facility

Source: Feldhoff et al. (2012).

It was decided to investigate two important solar field configurations compatible
with different commercial forms of STES, I2T and D2T. They were also analyzed by
running without storage capacity. Consequently, the modeling was separated into four
plant topologies, as described below:

• Topology (i). CSP-PTC synthetic oil-based solar field and a I2T molten salt TES;

• Topology (ii). CSP-PTC synthetic oil-based solar field without TES;

• Topology (iii). CSP-PTC in a DMS configuration and a I2T molten salt TES;

• Topology (iv). CSP-PTC in a DMS configuration without TES.

Another important TES configuration is the ITC. Although the EBSILON com-
ponent 145, called stratified storage, approximates its behavior, the direct modeling in
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Table 3.2 – Nameplate characteristics of the Andasol-1 project

Parameter Value Unit

Solar field
Field net aperture area 0.51 km2

Direct normal irradiance at design 700 W m-2

Heat transfer fluid Dowtherm A –
Design loop outlet temperature 393 °C
Number of solar collector assem-
blies per loop

4 –

Solar collector assembly model EuroTrough ET150 –
Receiver Solel UVAC 3 –

Storage
Full load hours of TES 7.5 h
Tank height 14 m
Hot tank mass capacity 28.500 t
Cold tank mass capacity 28.500 t

Backup
Fossil dispatch mode Supplementary –
Auxiliary heater outlet temperature 393 °C

Power block
Design gross output 55 MW
Design net output 50 MW
Power cycle inlet pressure 100 bar
Annual power output 158 GWh
Number of vapor extractions∗ 6 –
Rated cycle conversion efficiency 38.1 %
Solar fraction 88 %
Year-to-year decline in output 0.5 %

Source: Data from NREL (2013) and STEAG (2020).
Note: ∗The vapor extractions are piped to: (1) a high pressure feed water at 40 bar; (2) a high pressure
feed water preheater and the reheater at 17 bar; (3) the deaerator at 6 bar; (4) a low pressure feed
water at 2.5 bar; (5) a low pressure feed water at 1.2 bar; (6) a low pressure feed water at 0.6 bar.

EBSILON Professional was not achieved. In the study by Klasing et al. (2018), such
a system was modeled from EBSILON macros by describing the component physical
behavior. However, for simplification, it was decided not to include it in the scope of this
work.

Despite topologies (i) and (iii) present TES systems, additional considerations
were performed to test them in special circumstances without TES capacity, (ii) and (iv)
performed for comparison reasons. Nevertheless, because of their similarities, they will
sometimes be treated together in this text: topologies (i) and (ii) referred to as synthetic
oil-based solar fields; (iii) and (iv) as molten salt-based solar fields. The resultant model
using EBSILON Professional components for each topology can be observed in Figures
3.2 to 3.5. The details of the design adopted for its dimensioning are treated in the
following sections.
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Figure 3.2 – Scheme of topology (i)
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Source: Elaborated using EBSILON Professional (STEAG, 2020).
Note: This topology represents a CSP-PTC plant with thermal oil as HTF at the solar field, and a I2T molten salt TES.
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Figure 3.3 – Scheme of topology (ii)
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Source: Elaborated using EBSILON Professional (STEAG, 2020).
Note: This topology represents a CSP-PTC plant without storage and with thermal oil as HTF at the solar field.
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Figure 3.4 – Scheme of Topology (iii)
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Source: Elaborated using EBSILON Professional (STEAG, 2020).
Note: This topology represents a CSP-PTC plant with molten salt both as HTF and HSM, with a I2T TES.
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Figure 3.5 – Scheme of Topology (iv)
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Note: This topology represents a CSP-PTC plant without storage and with molten salt as HTF at the solar field.
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3.1 SIMPLIFICATION HYPOTHESIS

A series of assumptions were made to simplify these systems’ modeling and
simulation, which may or may not significantly influence the results obtained. They are
summed up below:

• Neglect of pressure drop and thermal losses in the piping. When disregarding the
losses along the pipes, the thermodynamic state at the outlet of one component
is equivalent to the state at the inlet of the next one;

• Neglect of thermal losses in the TES. According to IEA (2014), the thermal
losses in thermal storage cycles are much smaller than in existing electricity
storage technologies, including pumped hydro and BES. Moreover, the study by
Zaversky et al. (2013) performs an in-depth approach to the heat losses found
in a molten salt thermal storage tank. It considers the absorbed solar irradiation
at the tank’s outer surface and wind speed, obtaining that when the storage is
fully charged, the heat losses are about 270 kW and 210 kW for the hot and
cold tanks, respectively. Despite that, they were neglected in the simulations
performed in the present investigation;

• Hourly time step. Concentrating solar power plants have high transient effects
because of the changing cloud and aerosol cover and the constantly changing
incidence of solar radiation. Because of this, when it is desired to evaluate the
instantaneous behavior of components of a CSP plant, it is interesting to use
time resolutions of the order of minutes. However, the present study aims to
analyze the annual behavior of these systems, for which calculations with the
hourly resolution are sufficient and significantly reduce the computational cost
involved;

• Design point thermal efficiency of the power block . For the sizing of the solar field
and the plant storage system, the thermal efficiency of the power block under
nominal conditions was used. Nevertheless, it is known that such efficiency
is sensitive to several factors, among them the temperature of the HTF. For
example, in topology (i), the HSM is heated to about 385°C by synthetic oil at
395°C. However, during discharge from the TES, the HTF is heated up to 375°C
by the HSM, thus reducing the efficiency;

• Fixed conversion rate from gross to net . Similar to the previous assumption,
a gross to net generation conversion rate of 90% was assumed. However, it
also varies according to the plant operation, especially during the TES loading
and unloading processes, which require a higher mass flow rate of HTF, and
consequently higher pumping power;
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• Optimal operating conditions. In addition to the simplifications mentioned, plant
operation was also assumed under optimal conditions, i.e., without broken mir-
rors, errors in tracking the Sun’s trajectory, or dust over the SCAs. According
to Turchi (2010), regular mirror washing has been proven to maintain mirror
reflectance at installed conditions;

• Adapted DMS costs. The costs for conventional CSP-PTC plants are available
from multiple sources. However, it was not possible to find detailed information
about PTC plants with DMS technology. Because of this, specific costs for these
configurations were adapted from SPT and LFR plants using molten salt as HTF,
based on the report by (TURCHI et al., 2019);

• Economies of scale neglected . Usually, economies of scale decrease cost per
unit as long as the enterprise-scale increases. Despite that, these effect details
are often not disclosed and depend heavily on the negotiation process specific
to each initiative. Consequently, they have not incorporated in this study these
effects details are not most of the output enables an increase in scale.

3.2 METEOROLOGIC DATA

The site chosen for the simulations is Bom Jesus da Lapa (BA) because of its
high availability of solar radiation. It locates in a semi-arid region in Northeastern Brazil.
Among the locations in the country with high-quality meteorological data over long peri-
ods, it stands out for presenting the highest annual normal direct irradiation, 2198 kWh
m-2 yr-1 (MALAGUETA et al., 2013). Furthermore, the region’s climate presents two
well-defined divisions: the dry season, which occurs from April to September, and the
rainy season, lasting from October to March. Consequently, the higher cloudiness coin-
cides with the most significant insolation. The global DNI distribution can be observed
by Figure 2.8, while it is shown for Bahia in Figure 3.6.

As already mentioned, this study applied the design point method, which grants
an interdependence between the sizing of the different subsystems of the plant (i.e.,
solar field, energy storage system, and power block). That methodology uses a refer-
ence state (the design point) to estimate the collectors’ field cover required to attend
the power cycle thermal demand and guarantee a surplus for TES charging.

There are numerous ways to determine the reference date and time; the most
commonly used are reviewed and by Martins et al. (2021), in which they are compared
for different locations around the world with CSP initiatives. In the comparison per-
formed, the study concludes that methods based on a specific date, such as solstices
and equinoxes, do not present adequate results for all sites, conferring other techniques
more suitable to be used universally. However, for Bom Jesus da Lapa, this method
provides satisfactory outcomes. On this account, the present study follows that method,
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Figure 3.6 – Direct normal irradiation over the state of Bahia

Source: Elaborated using QGIS (QGIS DEVELOPMENT TEAM, 2009) with data from Solargis (2019).
Note: 5.48 kWh m-2 day-1 corresponds to 2000 kWh m-2 yr-1.

the most widely employed. It defines the design point as the solar noon on the summer
solstice (between December 21-22 in the Southern Hemisphere and June 20-22 in the
Northern Hemisphere (see Figure 3.7).

Figure 3.7 – Yearly variation of Sun-Earth position

Declination can also be given in radians1 by the Spencer formula (Spencer, 1971):

d ¼ 0:006918� 0:399912 cosðGÞ þ 0:070257 sinðGÞ
� 0:006758 cosð2GÞ þ 0:000907 sinð2GÞ
� 0:002697 cosð3GÞ þ 0:00148 sinð3GÞ

(2.6)
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Source: Kalogirou (2014).
Note: The Northern Hemisphere is taken as reference.

This methodology is applied at the SAM Physical Trough Model (WAGNER;
GILMAN, 2011) and also in several other studies (MONTES et al., 2009a, 2009b; HOU
et al., 2011, 2015; BINOTTI et al., 2017; LEIVA-ILLANES et al., 2017; MARUGÁN-
CRUZ et al., 2019).

Table 3.3 summarizes the facilities conditions at the specified design point.
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Table 3.3 – Design point conditions

Parameter Value Unit

Site
Location Bom Jesus da Lapa –
Latitude -13.27 °
Longitude -43.42 °
Elevation 458 m

Conditions at design
Design point date 22 December –
Design solar time 12:30 –
Design point direct normal irradiance 921 W m-2

Weather
Annual direct normal irradiation 2198 kWh m-2 yr-1

Annual diffuse horizontal irradiation 671 kWh m-2 yr-1

Average ambient temperature 26.1 °C
Average wind speed 1.6 m s-1

Source: Elaborated by the author.

3.3 POWER BLOCK

The power block is where the thermal energy from the solar field or the TES
converts into electricity through a typical Rankine cycle, similar to other thermoelectrical
stations, such as those fired by fossil fuels. The following sections present the details
about the Rankine cycle model implemented.

This system’s sizing was performed to represent the most current CSP plants
around the world. To this end, the SolarPACES database was consulted. It classifies
the status of the projects into decommissioned, operating, under construction, or de-
velopment. A summary of this survey is presented in Chapter 2. According to it, the
27 upcoming CSP-PTC projects have an average gross capacity of 144 MWe (12) and
4.6 hours of storage capacity (SOLARPACES, 2021). Therefore, based on that, a gross
capacity of approximately 139 MWe was adopted.

Since a share of the power generated in the plant is employed in auxiliary pro-
cesses, a constant conversion ratio from gross to net power (ϕPB) of 90% was assumed,
which means 10% of the gross electricity generation is self-consumed, and 90% is dis-
patched. Thus, it resulted in a net rated capacity of 125 MWe. In off-design conditions,
however, this ratio fluctuates depending on factors such as instant irradiance and TES
operation.

ϕPB =
Q̇PB,net

Q̇PB,gross
(3.1)

(12) The gross capacity was considered because the net capacity was not disclosed for all facilities.
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The total thermal demanded by the power block (QPB,th) is obtained regarding
its thermal efficiency (ηPB,th). In design conditions, it is 38.9% for the oil-based and
42.2% for the salt-based topologies.

ηPB,th =
Q̇PB,th

Q̇PB,gross
(3.2)

A Rankine cycle similar to Andasol-1 was modeled, with five vapor extractions
in the turbine: one at high pressure (used to feedwater preheating) and four at low
pressure (applied in vapor reheating and feed water preheater and deaerating). The
extraction pressures used in Andasol-1, provided by STEAG (2020), resulted in liq-
uid water formation at the preheating inlet, which can provoke equipment damage.
Therefore, this study follows the procedure established by Weston (1992) to avoid it,
which provides a regular interval between the saturation temperature at each extraction
pressure, where each extraction temperature (Ti ) is given by

∆T =
T PB,sat ,in − T cond

n + 1
(3.3)

T i = T cond + i∆T (3.4)

in which ∆T is the desired temperature difference; T PB,sat ,in is the saturation temper-
ature at the power block inlet pressure; T cond is the temperature at the condenser
inlet; n is the number of extractions; and i addresses the i-th extraction. The obtained
pressures are shown in Tables 3.5 and 3.6.

Due to solar radiation inconstancy, solar power plants must operate efficiently
both at full and partial load conditions and adjust the power output as the grid require-
ments. One technique used to achieve this is sliding pressure operation, under which
the steam pressure is allowed to decrease as output falls, yet maintaining the steam
temperature. This technique enables relatively high efficiencies in off-design circum-
stances, even though this may involve dropping from the water critical point (BREEZE,
2019). The main characteristics of the modeled power blocks for thermal oil-based
plants – topologies (i) and (ii) – and for the salt-based plants – topologies (iii) and (iv) –
are provided by Table 3.4.

The power blocks modeled in EBSILON Professional for the oil and salt-based
plants are shown in Figures 3.8a and 3.9a, respectively. Both are constituted of the
same components, differing only by the HTF used. In the first, synthetic oil (represented
by gray lines) is used for liquid water heating and, subsequently, superheated steam
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Table 3.4 – Power block characteristics

Parameter Oil-based Salt-based Unit

Power cycle
Design gross output 138.89 138.89 MWe
Design net output 125.00 125.00 MWe
Design thermal energy demand 357.04 329.12 MWth
Solar fraction 100 100 %
Yearly output decline 0.5 0.5 %
Dispatch schedule Uniform Uniform -

Heat transfer fluid
Inlet pressure 35 5 bar
Outlet pressure 15 1.5 bar
Inlet temperature 395 565 °C
Outlet temperature 315 320 °C
Mass flow at superheater inlet 1606 732 kg s-1

Mass flow at reheater inlet 198 150 kg s-1

High-pressure turbine
Inlet pressure 100 100 bar
Inlet temperature 373 543 °C
Inlet mass flow rate 163 123 kg s-1

Extractions 1 1 -

Low-pressure turbine
Outlet pressure 0.08 0.08 bar
Outlet temperature 41.5 41.5 °C
Outlet mass flow rate 102 82 kg s-1

Extractions 4 4 -
Outlet quality 0.849 0.924 -

Efficiencies at design
Cycle design efficiency 38.9 42.2 %
Gross-to-net efficiency 90.0 90.0 %
Turbine isentropic efficiency 88.0 88.0 %
Pump electric efficiency 85.0 85.0 %
Pump mechanical efficiency 99.8 99.8 %
Motor electric efficiency 85.0 85.0 %
Motor mechanical efficiency 99.8 99.8 %
Generator efficiency 96.0 96.0 %

Source: Elaborated by the author.

generation. Blue lines represent liquid water as red symbolizes vapor. In the second,
such role is played by molten salt (dashed red lines for high temperature and blue lines
for low temperature), as can be seen in the comparison of the two arrangements. The
temperature-entropy (T-s) diagrams for the Rankine cycle are depicted in Figures 3.8b
and 3.9b, as their properties are presented in Tables 3.5 and 3.6.

More information about the physical modeling of the power block’s components
are provided by STEAG (2021).
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Figure 3.8 – Power cycle for the oil-based topologies
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3.4 THERMAL ENERGY STORAGE

The next step in plant design is the TES sizing. As detailed in Chapter 2, this
system decouples the temporal dependence between energy dispatch and radiation
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Table 3.5 – State variables for the power cycle of the oil-based topologies

Point Pressure Temperature Mass flow Quality State∗
[bar] [°C] rate [kg s-1] [-]

1 100.0 373.0 163.4 – ss
2 52.2 288.7 10.9 – ss
2’ 52.2 266.6 10.9 0.000 sat
3 35.5 243.6 152.5 – ss
3’ 35.5 243.6 147.2 – ss
3” 35.5 243.6 5.3 – ss
3”’ 35.5 242.6 16.2 0.000 sat
4 35.0 373.0 147.2 – ss
5 23.9 324.0 13.4 – ss
6 9.3 217.7 12.4 – ss
6’ 9.3 176.7 16.3 0.000 sat
7 2.8 131.1 10.7 0.997 sat
7’ 2.8 131.1 23.0 0.000 sat
8 0.6 86.7 8.6 0.914 sat
8’ 0.6 86.7 31.6 0.000 sat
9 0.1 41.5 102.2 0.849 sat
9’ 2.0 25.0 4458.3 – cl
9” 1.0 36.5 4458.3 – cl
10 0.1 41.5 138.8 0.000 sat
11 24.1 41.7 133.8 – cl
12 24.0 81.7 133.8 – cl
13 24.0 126.1 133.8 – cl
14 23.9 171.7 133.8 – cl
15 23.9 221.6 163.4 0.000 sat
16 100.2 223.7 163.4 – cl
17 100.2 237.6 163.4 – cl
18 100.1 261.6 163.4 – cl
19 100.1 296.0 163.4 – cl
20 100.1 311.0 163.4 – ss

Source: Elaborated by the author.
Note: ∗The thermodynamic states abbreviation mean: cl – compressed liquid water; sat – saturated
water-vapor; ss – superheated steam.

incidence.
In principle, a plant can be planned to operate continuously (24 hours a day)

with the help of a massive TES. However, larger storages also require extensive solar
fields, heavily impacting on the CAPEX and LCOE. Therefore, in practical applications,
the storage capacity is often weighted considering a tradeoff between high energy
output and low capital costs (BREEZE, 2019). Therefore a valuable parameter for such
analysis is the LCOE, introduced in Equation 2.13.

The TES capacity and performance depend on multiple factors, such as the
power block rated capacity, the solar field area, and daily insolation. The first stipulates
the storage unloading power needed, as they are directly proportional. Assuming the
TES input at a charge (QTES,cha) and output at discharge (QTES,dis) must be equivalent,
the following expression is obtained:
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Figure 3.9 – Power cycle for the salt-based topologies
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(︂
Q̇TES ∆tTES

)︂⃓⃓⃓
cha

=
(︂

Q̇TES ∆tTES

)︂⃓⃓⃓
dis

(3.5)

where Q̇TES,cha and Q̇TES,dis are the storage thermal power inlet and outlet, respec-
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Table 3.6 – State variables for the power cycle of the salt-based topologies

Point Pressure Temperature Mass flow Quality State∗
[bar] [°C] rate [kg s-1] [-]

1 100.0 543.2 123.3 – ss
2 52.2 442.8 6.6 – ss
2’ 52.2 266.6 6.6 0.000 sat
3 35.1 387.7 116.7 – ss
3’ 35.1 387.7 113.3 – ss
3” 35.1 387.7 3,4 – ss
3”’ 35.1 242.6 10.0 0.000 sat
4 35.0 543.2 113.3 – ss
5 23.9 485.3 9.0 – ss
6 9.3 353.3 8.4 – ss
6’ 9.3 176.7 8.4 0.000 sat
7 2.8 220.4 7.6 0.000 sat
7’ 2.8 131.1 16.0 – ss
8 0.6 88.3 6.3 – ss
8’ 0.6 86.7 22.3 0.000 sat
9 0.1 41.5 82.0 0.924 sat
9’ 2.0 25.0 3870.3 – cl
9” 1.0 36.5 3870.3 – cl
10 0.1 41.5 104.3 – sat
11 24.1 41.7 104.3 – cl
12 24.0 81.7 104.3 – cl
13 24.0 126.1 104.3 – cl
14 23.9 171.7 104.3 – cl
15 23.9 221.6 123.3 0.000 sat
16 100.2 223.7 123.3 – cl
17 100.2 237.6 123.3 – cl
18 100.1 261.6 123.3 – cl
19 100.1 296.0 123.3 – cl
20 100.1 311.0 123.3 – ss

Source: Elaborated by the author.
Note: ∗The thermodynamic states abbreviation are: cl – compressed liquid water; sat – saturated
water-vapor; ss – superheated steam.

tively, while ∆tTES,cha and ∆tTES,dis are the storage charge and discharge duration.
The storage charge span (13) depends on the design point DNI. Following the procedure
described by Wang (2019), six hours were considered.

Assuming the power block demand can be fully powered by the stored heat
(Q̇PB,th = Q̇TES,dis), the expression changes to:

Q̇TES,cha = Q̇PB,th
∆tTES,dis
∆tTES,cha

(3.6)

The storage discharge power is alternatively given by a simple energy balance,
as provided by the expression:
(13) The time required to completely fill the storage with the plant running on design conditions.
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Q̇TES,dis = ṁHSM

(︂
hHT ,out − hCT ,in

)︂
(3.7)

in which ṁHSM represents the HSM mass flow rate, and hHT ,out and hCT ,in correspond
to the hot tank inlet and the cold tank enthalpies, respectively. Thus, the HSM mass
flow rate during discharge is easily obtained combining Equations 3.6 and 3.7.

Once the HSM mass flow rate is calculated, the storage mass capacity (mHSM )
is obtained by multiplying it by the expected TES autonomy. As will be discussed later,
different storage capacities were evaluated. In these circumstances, it was assumed
that by increasing the tank’s volume, its height remains constant, growing only in di-
ameter. Furthermore, according to Turchi et al. (2019), the tank volume should not be
less than 14% of their maximum to ensure regular pumping operation; therefore, it was
applied as the minimum tank level (TESheel ).

mHSM =
ṁHSM ∆tTES,dis

1− Hheel
(3.8)

Following these procedures, at the design point, the TES demands 59.5 MWth
for topologies (i) and (ii) and 54.8 MWth for topologies (iii) and (iv) from the solar field
to be able to store an energy equivalent to one full-load hour of power cycle operation.
The required HSM mass for one equivalent full-load operation hour is 16.0 kt (16.0×106

kg) for topology (i) and 3,7 kt (3.7×106 kg) for topology (iii).
Despite not being directly considered by the design point method for the storage

sizing, the solar field dimension directly interferes with how fast the TES charge and
discharge cycles can occur. Additionally, the more extensive the collectors’ field opening
area is compared to the required to supply the power block (i.e., the SM), the more heat
can be stored without compromising the operation of the power block.

3.5 SOLAR FIELD

The solar field is the portion of the CSP installation that collects and concen-
trates solar radiation. It mainly comprises collector mirrors, receiver tubes, piping, steel
structures, foundations, measurement, and control instruments.

According to STEAG (2020), the behavior of linear focusing solar field technolo-
gies can be described by the relations presented below. The solar absorbed power
(Q̇solar ) accounts for the DNI (Gn), the solar field net aperture area (Anet ) and the solar
field overall efficiency (ηSF ).

Q̇solar = Gn Anet ηSF (3.9)
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3.5.1 Overall efficiency

The solar field efficiency accounts for effects of shading (ηshad ), end losses
(ηend ), mirror cleanliness (ηclean), and mirror defocusing (f ), as well as optical losses
– given by the product of the optical peak efficiency, the IAM (kτα) and the spillage
efficiency (ηspillage). The calculation of each one of those components is described in
Section 3.5.

ηSF = ηopt ,0 kτα ηshad ηend ηspillage ηclean f (3.10)

The collector’s peak efficiency (ηopt ,0) is either retrieved from the manufacturer
(see Table 2.5) or estimated from its optical properties. It depends on the collector’s
reflectance (ρcol ), the receiver tubes absorptance (αabs) and transmittance (τabs), the
intercept factor (γθ), as well as on the ratio between bellows area and active aperture
area ηbel .

ηopt ,0 = ρcol αabs τabs γθ ηbel (3.11)

The IAM accounts for increasing optical losses of solar radiation with increasing
incident angle (θ), in degrees. It represents the increasing optical losses with an increas-
ing incident angle, given in degrees. Thus, it helps describe collector test performance.
The coefficients (b) used in its calculation are displayed in Table 2.5.

kτα = 1 + a0 + a1θ + a2θ2 (3.12)

The shading factor (ηshad ) takes into account the shading losses of the solar field.
It is calculated based on a geometric relation dependent on the transversal tracking
of the SCAs (ϕtrans), their width (L2), row distance (Lr ow ), and tracking angle. It is
calculated according to Equation 3.13. Shading occurs during sunrise and sundown
when the Sun is close to the horizon.

(3.13)ηshd = 1− min(1, max(0, 1− Lrow cos(ϕtrans)/L2))

The endloss factor (ηend ) accounts for PTC optical losses due to the solar irradi-
ance not being reflected by the absorber at the row extremes. It considers the collector’s
length (Lcol ) and focal lengths (Lfoc), as presented in Equation 3.14. End losses are
only considered at the HTF inlet of the first PTC in the loop and the outlet of the last
PTC. Therefore are not accounted for end losses and end gains between the PTCs.

(3.14)ηend = 1− k1 min(1, k2 Lfoc /Lcol tan(θ))
+ k3 max(0, k4 min(1, k2 Lfocal /Lcol tan(θ))− Lrow /Lcol)
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Under wind loads, the collector structure is deformed, reducing optical efficiency.
The wind factor represents this effect. There is no model or standard formulation since
data on this effect are sparse. Yet, EBSILON Professional models it accounting the
factors Cspillage and Espillage.

(3.15)ηspillage = 1− Cspillage min(1, Espillage)

Dust on the PTC surface decreases its overall reflectance, necessitating periodic
washing. The cleanliness factor is set between 0 – totally unclean; to 1 – totally clean.
Similarly, the focus factor (f ) accounts for the collector’s defocus when the irradiance
provides an energy surplus higher than the power block, and TES is available to use. It
varies between 0 – entirely defocused; to 1 – entirely focused. As stated in Section 3.1,
it was considered ideal plant operation, meaning spotless mirrors (ηclean = 1).

The availability factor (f ) accounts for the collector’s defocus when the irradiance
provides a surplus, higher than the power block and TES are available to use. Thus,
it varies between 0 – defocused; to 1 – focused. At design condition, fully focused
collectors were considered (f = 1).

3.5.2 Net aperture area

Once the thermal energy demanded by the power block and the storage system
is known, the solar field must be sized. Firstly, it is essential to estimate the nominal
solar field area. In that condition, the SM = 1 and the SCAs supply the power block
exclusively (once no TES is considered). Subsequently, it is calculated also accounting
for the storage system, resulting in SM ≥ 1. The CF represents the ratio between the
system’s nominal maximum electrical output (14) and the actual output throughout a
year of operation.

CF =
QPB,net

8760 Q̇PB,net
(3.16)

The solar field nominal required power (Q̇SF ,th) is obtained considering it should
meet the power block thermal demand (QPB,th).

QSF ,th = QPB,th (3.17)
(14) It is equivalent to the system output if it operated at its nameplate capacity throughout the entire year.
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Moreover, by knowing the design point DNI and the solar field overall efficiency
(ηSF ), the effective area of the solar field (Anet ) can finally be calculated, following
Equation 3.9.

Using the collector’s ratio of reflective to the gross area (ϕSF ), the solar field
gross area (Agross) is obtained. It depends on the number of collectors (Ncol ), their
dimensions (length – L1, and width – W 2). Consequently, the number of collectors – or
SCAs is obtained.

ϕSF =
Anet

Agross
(3.18)

Agross = ncol L1 L2 (3.19)

3.5.3 Solar power

Subsequently, other solar power metrics can be calculated. The available solar
power (Q̇available) account for the absorbed solar power (Q̇solar ) discounted the heat
losses of absorbers (Q̇loss) and of the field piping (Q̇pipe).

Q̇avail = Q̇solar − Q̇loss − Q̇pipe (3.20)

Similarly, the effectively available power (Q̇effective) accounts for the available
solar power regarding the mirror defocus (what happens, e.g., at excessive solar irradi-
ance, full storage, or maintenance routines). It is indeed the thermal power taken by the
HTF, and is proportional to the mass flow rate at the solar field (ṁ) and the enthalpy
difference of the fluid between the solar field outlet (hout ) and inlet (hin).

Q̇eff = Q̇solar f − Q̇loss − Q̇pipe = ṁ(hout − hin)
⃓⃓
SF (3.21)

The heat losses at the receiver are given by the length-specific rate of heat loss
(q

′

loss), multiplied by the individual collector length (Lcol ) and the number of collectors
(Ncol ).

Q̇loss = q
′
loss Lcol ncol (3.22)

Lastly, the piping heat losses are given by the area-specific rate of pipe loss
(q

′′

pipe), multiplied by the solar field net aperture area (Anet ).
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Q̇pipe = q
′′

pipe Anet (3.23)

The parameters used for the solar field calculations in design conditions and the
resultant specifications are presented in Table 3.7.

Table 3.7 – Solar field design parameters

Parameter Oil-based Salt-based Unit

Power
Design point direct normal irradiance 921.00 921.00 W m-2

Nominal heat output 357.04 329.12 MWth

Assembly and dimensions
Solar collector assembly model ∗ ET150 ET150 –
Nominal solar multiple 1 1 –
Gross aperture area 0.56 0.51 km2

Net aperture area 0.53 0.49 km2

Total land required 1.39 1.29 km2

Collectors per loop 4 4 –
Number of loops 161 149 –
Number of solar collector assembles 644 596 –

Position
Collectors azimuth angle + 0 0 °
Solar azimuth angle at design 220.12 220.12 °
Solar incidence angle at design 10.37 10.37 °

Fluid
Heat transfer fluid Therminol VP-1 Solar salt –
Loop inlet pressure 50 16 bar
Loop outlet pressure 35 1 bar
Loop inlet temperature 317 296 °C
Loop outlet temperature 395 565 °C
Solar field total mass flow rate 1736 580 kg s-1

Losses
Incidence angle modifier 0.983 0.983 –
End loss factor 0.997 0.997 –
Shading losses factor 1 1 –
Optical losses due to wind factor 1 1 –
Mirror cleanliness factor 1 1 –
Field availability 1 1 –

Source: Elaborated by the author.
Note: ∗The Eurotrough ET150 properties are presented in Table 2.5; +The azimuth angle of all
collectors in the field, where zero degrees is pointing toward the Equator, equivalent to a North-South
tracking axis orientation (see Figure 2.15c.

The PTC rate of heat loss to the environment per unit of length (qloss) due to
radiation, conduction, and convection mechanisms, are calculated by the equations be-
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low. The coefficients a, b, c and d , usually informed by the manufacturer are available in
Table 2.5. This calculation depends on the ambient temperature Tamb and the average
HTF temperature, given by the mean between inlet and outlet absorber temperatures
(Tout and Tin, respectively).

(3.24)
q

′
l = a0 + a1∆T + a2∆T 2 + a3∆T 3 + a4∆T 4 +Gn

ηopt
ηopt ,0

(b0 + b1∆T + a2∆T 2)

+ c1T + c2T 2 + c3T 3 + c4T 4 + Gn
ηopt
ηopt ,0

(d1T + d2T 2)

3.6 FACILITY CONTROL

As presented in Section 2.5, a CSP facility can be designed to supply different
types of loads in the grid. The strategy adopted in this study is based on the intermedi-
ate load approach, aiming to develop the most competitive designs. Furthermore, the
simulated plants were configured to combine a more extended dispatch period, with
reduced investment costs, meeting the baseload dispatch without aiming for continuous
plant operation. Nevertheless, the plants were simulated in a wide range of storage
capacities, from 0 to 12 hours, which allows further analysis of the impact of the storage
arrangement and HTFs on its performance.

A similar approach is also found in the SAM Physical Trough Model control
method presented by Wagner and Gilman (2011), which, in association with EBSILON
library examples, served as the basis for the developed model.

The algorithm developed in the scope of this study for the facility control was
achieved by using the EbsScript environment in EBSILON. It was programmed to run
at each simulation timestep in such a platform, splitting the plant operation into five
possible modes (see Figure 3.10), mainly subordinate to solar irradiance and available
stored energy; these modes are presented below.

• Mode 1 – Solar field active and TES charging. The available solar energy is
more than enough to supply the power block full-load, and the storage is not
fully charged. Consequently, the gross energy output is nominal, while the heat
surplus is stored. If the plant energy input surpasses the power block and TES
maximums, the collectors are partially deflected;

• Mode 2 – Solar field active and TES on standby . It happens during the day when
the instantaneous DNI is not enough to power the power block and TES, when
the storage is full, or both. On such occasions, the power block runs can run
in partial or full-load, depending on the solar energy available, and the storage
level does not change. If more energy is available at the power block than the
nominal required by the Rankine Cycle, the collectors are partially deflected;
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Figure 3.10 – Information flow in the control of topologies with storage
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Source: Elaborated by the author.

• Mode 3 – Solar field active and TES discharging. The available DNI is not enough
to run the power block in nominal charge, and the storage is not empty. In this
case, the power block and TES both provide heat to the power block. If the
additional heat from the TES is enough to complement the solar field output
fully, the plant runs in full charge, otherwise in partial-load. The storage level
decreases.

• Mode 4 – Solar field on standby and TES discharging. At night, when the storage
is not empty. Consequently, the TES provides the energy to run the power block
on partial-load or, ideally, nominal charge. The HTF does not circulate through
the solar field, and the storage level decreases;

• Mode 5 – Solar field and TES on standby . It occurs when the storage is empty
at nighttime or on overcast days, in which the solar irradiance is below the solar
field cut-in value. In such a scenario, the plant output is null, and the TES remains
unaltered;

In contrast, the operation control for topologies (ii) and (iv), their operation is
simplified into only three modes by lacking TES system (see Figure 3.11). Therefore,
the operation modes for such occasions are presented below:
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Figure 3.11 – Information flow in the control of topologies without storage
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• Mode 1 – Solar field active. The available heat at the solar field is enough to run
the solar field and supply the power block in partial or full load configurations; it
depends on the instantaneous DNI;

• Mode 2 – Solar field defocused . The available heat at the solar field is superior
to the required by the power block in nominal conditions. Consequently, the
collectors are partially deflected. The power block runs on full load, and the
excess solar energy is not harnessed;

• Mode 3 – Solar field on standby . The available DNI is inferior to the solar field
cut-in value. Therefore, the solar field and the power block remain on standby.

3.7 ECONOMIC MODEL

The equipment cost used in the plant must be defined to proceed with the
economic analysis. For this, it was adopted the cost database developed for the SAM,
reported in Turchi et al. (2019). This database does not include CSP-PTC-DMS plants,
so a few costs were adapted when deemed appropriate, taking as a basis the reference
values for SPT-DMS and LFR-DMS plants. These values were corrected for inflation.
The nominal interest is based on Brazilian inflation and base interest rate in late 2019,
given by IPCA and SELIC. Other corrections can also be performed to consider scale
effects and the different materials used in the topologies. However, they were not
considered, as explained in Section 3.1. An example of these corrections is the study
by Starke (2019). It performs a 4E analysis (energetic, exergetic, exergoeconomic, and
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environmental) for PTC-CSP facilities hybridized with fossil fuel and PV located in Bom
Jesus da Lapa, and Crucero, in Chile.

It was first necessary to obtain the annual generation of the plant to perform
the LCOE calculation. It was obtained through simulations of the same in EBSILON.
During the system’s useful life of 28 years (3 for construction and 25 for operation), as
suggested by Wang (2019). In the first three years, the investment costs were divided
equally. Then, the cash flows referring to energy dispatch revenues and operation and
maintenance expenses from the fourth year were considered.

Following the economic model described in SAM (WAGNER; GILMAN, 2011),
the system CAPEX is divided into two groups: direct and indirect costs. They are given
by the sum of TDC and TIC.

CAPEX = TDC + TIC (3.25)

The first group accounts for expenses related to specific plant systems. The TIC
is given by the sum of the investments due to site improvements (Cimprov ) and the
acquisition of the SCAs (Ccol ), HTF (CHTF ) (15), TES (CTES), backup system (CBUS),
heat engine (Cturb), BOP (CBOP) (16) associated feedstock and equipment.

TDC = CSF + CTES + CPB = C impr + Ccol + CHTF + CTES + CBUS + Cturb + CBOP
(3.26)

Each of these costs is given by the following relations:

CSF = C impr + Ccol + CHTF = (cimpr + ccol + cHTF ) 2.5 ASF ,gross (3.27)

CTES = cTES Q̇TES,dis ∆tTES,dis (3.28)

CPB = CBUS + Cturb + CBOP = c(BUS + cturb + cBOP) Q̇PB,gross (3.29)

In turn, the indirect cots account for the expenses, not system-specific. The total
indirect cost is the sum of land acquisition (Cland ), EPC (CEPC), and contingencies
(Ccont ).

TIC = C land + CEPC + Ccont (3.30)
(15) The costs for site improvement and SCA and HTF acquisition are all related to the solar field.
(16) The costs for the backup system, heat engine and BOP are all related to the power block.
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The following expressions give these parameters:

C land = cland (2.5 ASF ,gross + ATES + APB) (3.31)

CEPC = cEPC TDC (3.32)

Ccont = ccont TDC (3.33)

As for the OPEX, it accounts for the enterprise spending over one year to sup-
port its operation. It is given by the combination of fixed costs by the plant’s capacity
(Q̇PB,gross), variable costs by the plant’s yearly net output (Enet ), fuel acquisition, and
insurance expenses. In this work, the OPEX was considered constant over the plant
lifecycle, not corrected by inflation.

OPEX = cfix Q̇PB,gross + cvar QPB,net + cfuel cBUS + cins TDC (3.34)

Table 3.8 presents the specific equipment costs for thermal oil-based and molten
salt-based (DMS) PTC plants. The equipment allocated in each system follows the
classification presented in Kurup and Turchi (2015).

Although presenting the same mass storage capacity, cold and hot tanks do not
have equal capital costs. Such difference is due, among other reasons, to the need
for more insulation in hot tanks to reduce thermal losses to the environment. Such a
fact can be observed in the work of Turchi et al. (2018), which compares the costs of
different HSMs.

Finally, the LCOE was calculated according to the following Equation 2.13

3.8 PARAMETRIC ANALYSIS

A parametric analysis consists of the dependency evaluation of one or more
variables from a given model. It is performed by varying such input parameters and
assessing the model output.

Since the solar field size and the TES capacity have significant impacts on the
facility performance, a parametric analysis was carried out to investigate their influences
on two fundamental plant outputs: the LCOE, that express the cost of the generated
electricity, and the CF, that measures the facility utilization. As discussed in Section
2.8, the LCOE has its limitations, and both VALCOE and LCOS can be complementary
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Table 3.8 – Specific costs used at the economic analysis

Parameter Oil-based Salt-based Unit

Investment
Land cost 25 25 USD m-2

Solar field 150 150 USD m-2

Heat transfer fluid system 60 47 USD m-2

Thermal energy storage 62 22 USD kWh-1

Balance of plant 90 290 USD kW-1

Power block 910 1040 USD kW-1

Operation and maintenance
Fixed annual cost 66 66 USD kW-1

Variable annual cost 4.0×10-3 3.5×10-3 USD kWh-1

Financing
Discount rate 4.40 4.40 %
Inflation 4.19 4.19 %
Nominal discount rate 8.77 8.77 %
Insurance 0.50 0.50 %
Contingency 7.00 7.00 %
Engineering, procurement and construction 11.00 11.00 %

Source: Data from Turchi et al. (2019).

used. Nevertheless, for the calculation of the latter two, some assumptions are required
that make difficult their comparison with other studies. Thus, such metrics were not
evaluated in this study.

A hypothetical testing dataset was generated for combinations of solar fields
with a SMs between 1 and 3 and TES with a capacity between 0 (no storage) and 12
hours were tested while keeping other parameters constant, resulting in 334 annual
simulations in EBSILON Professional for the set of the four topologies. The domain
resolutions for the SM and the TES capacity are 0.25 and 1 hour, respectively.

Subsequently, these analysis results were considered to delimit the most com-
petitive plant settings for each scenario, i.e., the ones presenting the lowest LCOE.

3.9 CHAPTER CONCLUSIONS

This chapter included a description of the methodology applied in the develop-
ment of this study. For this purpose, the procedures for sizing the CSP plants analyzed
here were detailed. The components included in the plant structure and configuration
are based on Andasol-1.

All the plants were sized for the locality of Bom Jesus da Lapa, which presents
the country’s highest annual direct normal irradiation and is situated in a semi-arid
region with well-defined dry and wet seasons.

Following the design point method, there is an interrelation between the size of
the solar field and the storage capacity. Because of this, first, the power block is sized.
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Then, its net power is based on CSP-PTC plants under construction and development
worldwide. At the same time, the steam turbine extraction pressures have been selected
to result in constant saturation temperature ranges for each. In turn, the turbine off-
design behavior followed the Stodola cone law.

The storage system was initially sized to provide the power block for one hour at
full load, making it easily scalable to higher storage capacities. In this configuration, the
heat demand for its supply was obtained and the mass flow of HSM to feed the power
block, thus calculating the total mass of fluid required.

After determining the thermal demand of the two previous systems, the sizing of
the solar field was presented, relying on the optical and thermal model of the PTC. It
was verified that for the nominal configurations of the plant, there is a linear relationship
between the SM and the capacity of the TES (in hours), given by the expression

∆tTES,cha = 6 SM − 6 (3.35)

Therefore, considering a SM = 1, the plant only meets the thermal demand of
the power cycle (∆tTES,dis = 0). Likewise, for a plant with 12 hours of storage capacity,
the solar field must be oversized in 200% (SM = 3) to supply the power block and the
TES with their nameplate heat input (see Figure 3.12).

Figure 3.12 – Relation between the storage capacity and the solar multiple
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Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: This curve represents the required solar field oversizing for the storage capacity required following
the design point method, according to Wang (2019).
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The chapter also briefly shows the logic developed for plant operation control
and energy dispatch, based on the SAM physical trough model and examples present
in EBSILON Professional.

Subsequently, the economic models developed to calculate the LCOE for the
oil-based and salt-based plants were described. Finally, both the LCOE and the CF
were optimized through parametric analysis. Different combinations of SM and storage
capacities were addressed, resulting in 334 annual plant simulations.



121

4 RESULTS AND DISCUSSION

This chapter aims to present the main findings of this study. First the outputs of
the parametric analysis performed for the four CSP topologies are shown; they are: (i)
CSP-PTC plant with thermal oil as HTF at the solar field and a I2T molten salt TES;
(ii) CSP-PTC plant with thermal oil as HTF at the solar field without the use of storage;
(iii) CSP-PTC-DMS plant with molten salt both as HTF and HSM, with a D2T TES; (iv)
CSP-PTC-DMS plant with molten salt as HTF at the solar field and without storage.
After that, the plant with the lowest LCOE for each scenario is explored in more detail.

4.1 PARAMETRIC ANALYSIS

As previously mentioned, a sensitivity analysis was carried for each topology. It
was done to obtain the lowest LCOE for each configuration. The independent variables
explored were the SM (between 1 and 3, with a step of 0.25), and the TES storage
capacity (within an hourly interval, between 0 and 12 hours). Once they present storage
systems, the storage capacity for topologies (i) and (iii) is restricted to intervals between
1 and 12 hours. For topologies (ii) and (iv) that do not have storage capacity, 0 hours is
considered. By varying such parameters, an amount of 234 simulations were required –
108 for topology (i); 9 for topology (ii); 108 for topology (iii); and 9 for topology (iv).

4.1.1 Levelized cost of energy

The LCOE outputs are presented graphically in Figure 4.1, which shows the
multiple combinations of SM and storage capacity in a 3D space. In turn, Figure 4.2
shows the resultant LCOEs for different storage capacities. It is possible to observe
the LCOEs obtained for the plants with thermal oil as HTF result LCOEs in a higher
range than for the plants using molten salt, that results in a lower LCOE variability. The
resultant data can be found in the A.

Due to the discrete interval of the parametric analyses’ variables, these points
were interpolated using SciPy’s bisplrep function (VIRTANEN et al., 2020), aiming to
obtain a continuous result over the analysis domain and better visualize the relationship
between these three variables: SM, TES capacity, and LCOE. The resultant surfaces
are presented in Figure 4.3.

It can be observed that for all arrangements, the use of TES provides a reduction
in LCOE. For alternative (i), the storage employment results in lower LCOEs up to
around six hours of capacity. In this range, the increased annual power generation by
the TES provides higher revenues than the investment made in storage. In contrast,
there is a tendency for CF convergence, as will be seen in the next section, which
makes the CAPEX increase more significant than the resultant financial return. Such
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Figure 4.1 – Levelized cost of energy output from the parametric analysis
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Source: Elaborated using Matplotlib (HUNTER, 2007).

Figure 4.2 – Influence of the storage capacity and SM in the LCOE
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(a) Synthetic oil: topologies (i) and (ii)
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Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: The lines represent power plants with different TES capacities in the domain of the parametric
analysis.
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Figure 4.3 – Interpolated surface of levelized cost of energy
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(b) Molten salt: topologies (iii) and (iv)

Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: The up-pointing triangle represents the highest LCOE with TES (black) and without (white), as the
same pattern is followed for the down-pointing triangles.

Figure 4.4 – Upper view of the interpolated surfaces.
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Note: This representations shows isolines for the levelized cost of energy at the parametric analysis
domain. The pattern followed to represent the maximum and minimum points is the same as in the
previous representations.
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an analysis can also be done for the SM; for topology (i), the increase in SM, which is
equivalent to an increase in the opening area of the solar field, provides higher power
generation, which, up to around 2.00, is greater than the increase in the investment
costs.

Something similar occurs with topology (ii), which consists of a CSP plant with
thermal oil as HTF and does not have an energy storage system. However, even
without storage capacity, it is possible to decrease the LCOE by increasing the solar
field beyond the nominal value. For this configuration, the economic benefits of the
increase are obtained for systems with SM with up to about 1.75.

On the other hand, for topology (iii), in the domain of the parametric analysis
performed, there is a clear range of design values, approximately the straight line
connecting points A (SM=1.75, TES=0 h) to point B (SM=3.00, TES=12 h) that provide
the best combinations for DMS plants. This line shows that by increasing the storage
capacity of the plant, the SM should be increased proportionally to enable the capture of
the heat to be stored and use it in an economically efficient manner. It can also be seen
that the lowest LCOE for the molten salt topologies in the solar field is obtained for a
configuration with much higher storage capacities and SM than those using thermal oil.
It happens primarily because the alternatives (iii) and (iv) operate their Rankine cycle at
a higher temperature, which gives it higher thermal efficiencies. Thus this stabilization
of the CF occurs later on for higher solar multiples. It also impacts the TES, since
by raising the temperature of the stored fluid, a smaller amount of the same fluid is
needed to supply the same thermal demand. With this, when using TES, there is a
more significant relative advantage of the monotonically decreasing LCOE across the
domain observed in the parametric analysis.

It can be inferred the lowest LCOE for topology (i), the CSP plant with I2T TES,
is 16.77 ¢USD kWh-1, achieved when a SM of 2.03 and a TES with 2.42 hours of
capacity is used. For topology (iii), with a D2T TES configuration, the lowest LCOE is
14.18 ¢USD kWh-1, is obtained for a SM of 3.00 and a TES capacity of 12 hours. As
for the facilities without storage, the lowest LCOE for topology (ii) is 17.14 ¢USD kWh-1,
obtained for a SM of 1.74, and for topology (iv), it is 21.91 ¢USD kWh-1, for a SM of as
can be observed in Figure 4.5.

4.1.2 Capacity factor

A similar procedure was performed for the CFs. Figure 4.6 shows their distribu-
tion in a tridimensional space, while Figure 4.7 show isolines for each storage capacity
simulated.

Like what was made for the LCOE, the parametric analysis results were inter-
polated for the CF. Figure 4.8 shows the interpolated surface, Figure 4.9 shows the
interpolated SM-CF plane results.
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Figure 4.5 – Range of levelized costs of energy in the parametric analysis domain
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For all arrangements, it can be observed that the use of TES provides a CF
enhancement. The highest CF for each configuration is: topology (i) – 54.39%; topology
(i), 38.56%; topology (ii), %; topology (i), %. These results are summarized in Figure
4.10. It can be observed that the best configuration for the CFdiverges from the nominal
values (i.e., the ones specified by the design point method), as shown in Chapter 3, and
also from the best design configuration for the LCOE. A larger power generation does
not always mean higher specific revenue once the CAPEX, OPEX, and output increase
at different rates.

For all alternatives, the CFincreases monotonically (i.e., when each variable
increases, the CFincreases). Despite that, it can be noticed that the CFincrease slows
down as far as the SM increases. It happens because the higher power surplus provided
by a larger SF can be stored up to the TES capacity; beyond that point, it can not be
used for a steam generation once the power block is already operating at full load
and the storage capacity is already met, what causes energy waste. Therefore, this
TES ’saturation’ point occurs in increasingly higher SMs, as far as the TES capacity
increases.



Chapter 4. Results and discussion 126

Figure 4.6 – Capacity factor output from the parametric analysis
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Source: Elaborated using Matplotlib (HUNTER, 2007).

Figure 4.7 – Influence of the storage capacity and SM in the CF
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(a) Synthetic oil: topologies (i) and (ii)
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Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: The lines represent power plants with different TES capacities in the domain of the parametric
analysis.
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Figure 4.8 – Interpolated surface of capacity values

Solar m
ultip

le [-]

1.00
1.25

1.50
1.75

2.00
2.25

2.50
2.75

3.00

Storage capacity [h] 0
2

4
6

8
10

12

Ca
pa

cit
y 

fa
ct

or
 [-

]

15

25

35

45

55

65

19 25 30 35 40 45 50 54

Capacity factor [-]

(a) Synthetic oil: topologies (i) and (ii)
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Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: The up-pointing triangle represents the highest LCOE with TES (black) and without (white), as the
same pattern is followed for the down-pointing triangles.

Figure 4.9 – Upper view of the interpolated surfaces shown above
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Source: Elaborated using Matplotlib (HUNTER, 2007).
Note: This representations shows isolines for the CF at the parametric analysis domain. The pattern
followed to represent the maximum and minimum points is the same as in the previous representations.
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Figure 4.10 – Range of capacity factors in the parametric analysis domain
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4.2 TOPOLOGIES COMPARISON

From the interpolation of the parametric analysis results, the plant configuration
was obtained with higher resolution, as shown in Table 4.1. With this, the plants were
again simulated following these SM and TES capacity combinations. A comparison of
these results is made in this section.

In both conventional topologies, the thermal oil is heated in the solar field to
395°C, providing steam generation at 375°C and 100 bar in the power block. However,
during the discharge process of TES from I2T, molten salt at about 385°C is used in
heating oil to approximately 375°. This temperature difference in the oil during operation
in design configuration and during discharge reduces the thermal efficiency of the power
block and, consequently, the plant as a whole.
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Figure 4.11 – Visualization of plant status throughout the year
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Note: One percent is equivalent to 3 days, 15 hours and 36 minutes throughout the year.
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Table 4.1 – Main results for most cost-effective plant for each topology

Parameter Topology
(i)

Topology
(ii)

Topology
(iii)

Topology
(iv) Unit

Solar field
Solar multiple 2.0 1.74 3.00 1.76 –
Available heat input 1446 1240 1777 1015 GWh
Solar power on absorbers 1636 1403 2232 1309 GWh
Heat loss by absorbers 119 106 357 240 GWh
Heat loss by piping 72 58 98 54 GWh
Heat absorbed by fluid 1275 1034 1723 864 GWh
Optical efficiency 62.33 59.41 67.92 61.54 %
Thermal efficiency 86.99 86.34 79.10 74.59 %
Solar field efficiency 54.22 51.29 53.72 45.90 %
Number of collectors 1309 1122 1785 1047 -
Total absorber tubes length 196 168 268 157 km
Total gross aperture area 1.13 0.97 1.54 0.90 km2

Total net aperture area 1.07 0.92 1.46 0.86 km2

Total facility footprint 2.84 2.44 3.87 2.28 km2

Thermal energy storage
Storage capacity 2.42 0.00 12.00 0.00 h
Stored energy 202 – 695 – GWh
Hot tank temperature 385 – 565 – °C
Cold tank temperature 323 – 319 – °C
Hot tank level 30.11 – 30.72 – %
Cold tank level 83.89 – 83.28 – %
Stored fraction 15.29 – 40.15 – %
Full-tank frequency 7.23 – 1.26 – %
Empty tank frequency 66.80 – 46.58 – %
Thermal energy storage footprint 0.01 0.01 0.01 0.01 km2

Balance of plant
Pumping energy demand 58 35 20 7 GWh
Pumping energy fraction 11.52 8.91 2.71 1.89 %

Power block
Turbine gross capacity 138.89 138.89 138.89 138.89 MW
Turbine net capacity 125.00 125.00 125.00 125.00 MW
Gross output 503 395 725 366 GWh
Net output 445 360 706 359 GWh
Power block total heat input 1320 1058 1730 862 GWh
Capacity factor 40.67 32.87 64.43 32.82 %
Gross-to-net 88.48 91.09 97.29 98.11 %
Solar-to-electric efficiency 30.80 29.04 39.71 35.40 %
Thermal efficiency 33.73 34.02 40.77 41.71 %
Standby operation 52.66 57.21 36.45 63.65 %
Partial load operation 9.55 20.92 5.92 16.45 %
Full load operation 37.79 21.86 57.63 19.90 %
Power block footprint 0.01 0.01 0.01 0.01 km2

Financial
Capital costs 589.32 474.08 947.56 453.50 Mio.USD
Operation and maintenance costs 10.95 10.61 11.99 10.60 Mio.USD yr−1

Levelized cost of energy 16.77 17.14 14.18 17.38 ¢USD kWh−1

Source: Elaborated by the author.
Note: ∗Annual average; +annual total.
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5 FINAL CONSIDERATIONS

The present study aimed to compare the thermodynamic and economic perfor-
mance of two types of concentrated solar power plant arrangements. For this purpose,
plants were modeled in four different scenarios. The first consists of a CSP-PTC plant
using synthetic oil as HTF and molten salt as an HSM, used in TES with double indirect
tank configuration. The second scenario is similar to the first, except that it does not
have a TES. The third scenario uses molten salt both as the HTF and as HSM in a D2T
configuration. The fourth scenario differs from the third by not having storage capacity.
The plants’ nominal net capacity is 125 MW. The location selected is Bom Jesus da
Lapa, Bahia/Brazil, with the highest annual normal direct irradiation among all Brazilian
sites, 2198 kWh m2.

These plants’ sizing followed the design point method, taking the summer sol-
stice at noon as a reference. Then, these configurations were modeled in EBSILON
Professional, in which the numerical simulations were performed in a quasi-dynamic
regime. They were performed by varying two crucial factors in plant modeling: the solar
multiple and the storage capacity. The solar multiple represents the ratio between the
area of the solar field and the area needed to provide heat for power block and TES
operation at nominal capacity. The storage capacity indicates the amount of energy the
plant can store for later use. The parametric analysis sought to obtain the combination
of parameters that provides the lowest LCOE and highest CF for each topology. Thus,
the first output indicates the minimum energy selling price to provide a capital return,
and the capacity factors indicate the equipment utilization.

It was identified that both solar field configurations (the first with oil as HTF, and
the second with DMS) benefit from storage systems since such equipment extends
their daily operation time and safeguards them from solar radiation fluctuations, often
provided by atmospheric cloudiness. For the conventional solar field arrangement, there
was a slight reduction in LCOE with the usage of TES, from 17.14 ¢USD kWh-1 without
storage to 16.77 ¢USD kWh-1 when using it. However, the introduction of storage
capacity caused a significant increase in the capacity factor, from 32.87% to 40.67%,
resulting in higher power generation at the expense of higher initial investments. As for
the DMS configuration, there was a significant reduction in LCOE, from 17.38 ¢USD
kWh-1 to 14.18 ¢USD kWh-1 with the introduction of storage, and an significant increase
in the capacity factor, from 32.82% to 64.43%.

When comparing the plants with the best performance, it is clear for both tra-
ditional CSP-PTC configuration and the DMS alternative that storage systems are
essential equipment to provide more competitiveness to the CSP technology. It can en-
able it to compete and complement other energy sources currently available, bringing
benefits from the reduction of unpredictability and costs, often associated with renew-
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ables, and increase the flexibility of electricity dispatch, in alignment with consumers
and the electricity sector managers demands. Moreover, the further development of
TES and DMS has great potential for CSP. The results obtained indicate that its adop-
tion increases solar field threshold temperature, from about 395 °C to about 565 °C,
and storage temperature, and consequently higher thermal efficiencies, storage density,
and cost reduction. Another difference between the scenarios evaluated, referring to
the TES configuration, shows the use of the same fluid in the solar field and the storage
system provides higher thermal efficiencies for the power cycle, since the oil-salt heat
exchangers, required by the I2T configuration, are not necessary by the D2T configu-
ration. The storage temperature is virtually the same as that of the fluid from the solar
field.

Other relevant observations made during this study show that when using the
design point method for the specification of CSP, there is an interconnection between
the size of the solar field, the storage capacity, and the nominal power block capacity.
That, however, diverges from the most beneficial configurations from a technical or
economic standpoint.

Despite the simplifications made to make such simulations and comparisons
feasible, this study addresses a current issue in the context of concentrated solar power,
whose main challenge in recent decades is the search for greater competitiveness.
In this context, the optimization of design parameters and the comparative analysis
between different solar field and thermal energy storage arrangements for CSP, among
them the configuration of DMS and a direct double tank TES, still with the possibility of
further development, aims to add to the literature and foster the discussion on energy
transition.

5.1 RECOMMENDATIONS FOR FUTURE RESEARCH

From the research conducted over the last couple of years, several possibilities
for further studies were identified, of which the following are highlighted below:

a) Validate the results with experimental data or even with data from an actual plant,
as is the case of the HPS2 project plant, which aims to test storage systems
similar to those simulated;

b) Follow the methodology described in this study in other simulation software such
as Modelica, SAM, or TRNSYS and compare the results;

c) Expand the procedure described here to more plant configurations. For example,
include other storage alternatives in the scope, such as DTC, ITC, passive, LTES
or TCES. And also, compare the conventional and DMS alternatives to a DSG
plant;
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d) Expand the procedure described here to more storage alternatives, such as
direct and indirect thermoclines, using ternary molten salts or thermal oil as
HSM, analyze the influence of HSM on the results, as well as analyze LTES;

e) Deepen the thermoeconomic analysis performed here, taking into consideration
exergetic and environmental aspects; item Include a probabilistic analysis of the
LCOE and CF.
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APPENDIX B – PARAMETRIC ANALYSIS RESULTS

The following tables present the numeric result from the parametric analysis,
performed to identify the relation between the SM and TES capacity at the LCOE and
the CF. The domain of the input variables is:

• Solar multiple. between 1.00 and 3.00, with a 0.25 interval;

• Storage capacity. between 0 and 12 hours, with a 1 hour interval.

It is important to highlight the configurations with TEScap > 0 are covered by
topologies (i) - which uses synthetic oil as HTF - and (iii) - which uses molten salt as
HTF. Plants with TEScap = 0 are simulated using topologies (ii) and (iv).

B.1 LEVELIZED COST OF ENERGY

Tables B.1 and B.2 presents the LCOE outputs from the parametric analysis.

Table B.1 – Levelized cost of energy, for topologies (i) and (ii), which use synthetic oil
as heat transfer fluid.

SM [-] Storage capacity [h]
0 1 2 3 4 5 6 7 8 9 10 11 12

1.00 20.7 24.1 25.5 26.9 28.3 29.6 31.0 32.4 33.7 35.1 36.5 37.9 39.2
1.25 18.2 19.9 20.9 21.9 23.0 24.0 25.1 26.1 27.1 28.2 29.2 30.3 31.4
1.50 17.4 17.7 18.3 19.0 19.9 20.7 21.6 22.4 23.2 24.1 25.0 25.8 26.6
1.75 17.5 16.9 17.1 17.5 18.1 18.8 19.5 20.2 20.9 21.7 22.4 23.2 23.9
2.00 18.0 17.0 16.8 17.0 17.3 17.8 18.4 19.0 19.7 20.3 21.0 21.6 22.3
2.25 18.6 17.4 17.1 16.9 17.1 17.4 17.9 18.5 19.1 19.7 20.3 20.9 21.5
2.50 19.4 18.0 17.5 17.3 17.2 17.4 17.9 18.4 19.0 19.5 20.1 20.6 21.2
2.75 20.2 18.7 18.1 17.8 17.6 17.7 18.0 18.5 19.0 19.6 20.1 20.6 21.2
3.00 21.9 19.5 18.8 18.3 18.1 18.0 18.3 18.8 19.3 19.8 20.4 20.9 21.4

Source: Elaborated by the author.
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Table B.2 – Levelized cost of energy, for topologies (iii) and (iv), which use molten salts
as heat transfer fluid.

SM [-] Storage capacity [h]
0 1 2 3 4 5 6 7 8 9 10 11 12

1.00 20.7 26.0 26.5 27.0 27.4 27.9 28.4 28.8 29.3 29.7 30.2 30.7 31.1
1.25 18.1 21.5 21.8 22.2 22.5 22.9 23.2 23.6 23.9 24.3 24.7 25.0 25.4
1.50 17.4 18.7 18.7 18.9 19.2 19.5 19.8 20.1 20.4 20.7 21.0 21.3 21.6
1.75 17.5 17.5 17.1 17.1 17.2 17.4 17.6 17.8 18.1 18.3 18.6 18.8 19.1
2.00 17.9 17.1 16.5 16.2 16.1 16.1 16.2 16.4 16.6 16.8 17.0 17.2 17.5
2.25 18.4 17.4 16.5 16.0 15.6 15.4 15.4 15.5 15.5 15.7 15.9 16.1 16.2
2.50 19.1 17.9 16.8 16.1 15.6 15.2 15.0 14.9 15.0 15.0 15.1 15.2 15.4
2.75 19.9 18.5 17.3 16.4 15.8 15.3 15.0 14.7 14.6 14.6 14.6 14.7 14.8
3.00 20.6 19.1 17.9 16.9 16.1 15.5 15.1 14.7 14.5 14.4 14.3 14.3 14.3

Source: Elaborated by the author.

B.2 CAPACITY FACTOR

Tables B.3 and B.4 presents the CF outputs from the parametric analysis.

Table B.3 – Capacity factor, in percentage, for topologies (i) and (ii), which use synthetic
oil as heat transfer fluid.

SM [-] Storage capacity [h]
0 1 2 3 4 5 6 7 8 9 10 11 12

1.00 21.1 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8 19.8
1.25 26.6 26.5 26.5 26.5 26.5 26.5 26.5 26.5 26.5 26.4 26.4 26.4 26.4
1.50 30.5 32.5 33.0 33.1 33.1 33.0 33.0 33.0 33.0 32.9 32.9 32.9 32.9
1.75 33.0 36.7 38.1 38.7 38.9 39.0 39.0 38.9 38.9 38.8 38.8 38.7 38.7
2.00 34.6 39.3 41.4 42.8 43.4 43.8 43.9 43.9 43.8 43.7 43.7 43.7 43.6
2.25 35.9 41.0 43.6 45.6 46.8 47.5 47.7 47.7 47.6 47.6 47.6 47.5 47.4
2.50 36.8 42.3 45.1 47.4 49.1 50.2 50.5 50.5 50.5 50.4 50.4 50.4 50.3
2.75 37.6 43.2 46.1 48.7 50.8 52.1 52.8 52.8 52.8 52.7 52.7 52.6 52.6
3.00 38.2 43.9 46.9 49.7 52.0 53.7 54.4 54.4 54.4 54.3 54.3 54.2 54.2

Source: Elaborated by the author.
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Table B.4 – Capacity factor, in percentage, for topologies (iii) and (iv), which use molten
salts as heat transfer fluid.

SM [-] Storage capacity [h]
0 1 2 3 4 5 6 7 8 9 10 11 12

1.00 22.6 18.9 18.9 18.9 18.9 18.9 18.9 18.9 19.0 19.0 19.0 19.0 19.0
1.25 28.0 24.9 24.9 24.9 24.9 24.9 24.9 24.9 24.9 24.9 24.9 24.9 24.9
1.50 31.4 30.9 31.4 31.5 31.4 31.4 31.4 31.4 31.3 31.3 31.3 31.3 31.3
1.75 33.6 35.5 36.8 37.4 37.7 37.8 37.8 37.7 37.7 37.7 37.6 37.6 37.6
2.00 35.0 38.5 40.6 42.1 42.9 43.4 43.7 43.7 43.7 43.7 43.7 43.6 43.5
2.25 36.0 40.3 43.1 45.2 46.8 47.9 48.6 49.0 49.3 49.5 49.5 49.4 49.4
2.50 36.8 41.5 44.7 47.4 49.5 51.3 52.7 53.5 54.1 54.5 54.7 54.8 54.9
2.75 37.4 42.3 45.7 48.8 51.5 53.7 55.6 57.1 58.3 59.0 59.4 59.9 60.1
3.00 37.8 42.3 45.7 48.8 51.5 53.7 55.6 57.1 58.3 59.0 59.4 59.9 60.1

Source: Elaborated by the author.
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