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RESUMO

O projeto de sistemas de fornecimento de utilidades energéticas implementando a pro-

dução combinada de frio, calor e potência elétrica (CCHP) em prédios comerciais exibe

um alto nível de complexidade, dado o grande número de variáveis de decisão a serem

consideradas e a incerteza em vários parâmetros de projeto. Usualmente, a seleção de

tecnologias que formam a estrutura1 CCHPŮou seja, a síntese da estrutura CCHPŮé

baseada na experiência proĄssional de especialistas e, para estudos mais avançados, é su-

portada por modelos de simulação e/ou otimização. Um assunto recorrente na síntese de

estruturas CCHP em prédios existentes é a ausência de informação acerca do consumo

de utilidades térmicas, sobretudo onde medições regulares de parâmetros energéticos não

estão disponíveis, o que encoraja a adoção de hipóteses e aproximações que impactam

diretamente na seleção das tecnologias. Na maioria das vezes, a falta de dados é causada

por uma baixa frequência de medição (quando ela existe), o que omite as Ćutuações das

demandas de utilidades térmicas, levando a estruturas subdimensionadas. Por outro lado,

é bem conhecido que a implementação de armazenamento térmico (TES) permite um

melhor gerenciamento para lidar com ditas Ćutuações. Assim, reconhecendo que escalas

de tempo longas (ou seja, menores frequências de medição) na coleta de dados mascara

as Ćutuações nos perĄs de demanda, esta tese pretende identiĄcar como a incorporação

de TES em estruturas CCHP mitiga o subdimensionamento causado pela falta de dados.

A estrutura metodológica adotada nessa tese é formada por várias etapas, atendendo às

tarefas usualmente encontradas em qualquer projeto desse tipo, mas focada num hospital

localizado na cidade de Florianópolis, Brasil, embora outros perĄs de consumo sob dife-

rentes condições climáticas foram também avaliados. A síntese é conduzida através da

combinação de um modelo de programação linear para determinar a melhor distribuição

de utilidades de calor, baseado na integração térmica de utilidades, e um outro modelo de

programação linear inteira mista (MILP) para reduzir uma superestrutura contendo um

conjunto de tecnologias candidatas na síntese. Finalmente, o impacto da implementação

de TES nas estruturas ótimas obtidas usando diferentes escalas de tempo é analisada

através de uma análise de sensibilidade que adota perĄs aleatórios gerados a partir da in-

formação coletada. A principal contribuição desta tese é a identiĄcação da máxima escala

de tempo de projeto que pode ser ajustada pela implementação de TES, junto com várias

melhorias introduzidas na formulação dos modelos.

Palavras-chave: Cogeração. Produção combinada de frio, calor e potência. Programação

linear inteira mista, EĄciência energética.

1 A estrutura corresponde ao conjunto de tecnologias interligadas que compõem o sistema de
abastecimento.



RESUMO EXPANDIDO

Introdução

Apesar de ser amplamente documentada, a produção combinada de frio, calor e potência

elétrica (CCHP) caracteriza-se por ser um problema complexo de engenharia, dado o

grande número de alternativas que podem-se adotar, junto a incerteza inerente a vários

parâmetros de projeto. Assim, diversas abordagens tem sido usadas, como a simulação e

posterior análise de múltiplas alternativas de projeto para orientar a sua seleção, ou uso

de algoritmos de otimização capazes de indicar a melhor alternativa (para um conjunto de

parâmetros adotados). Atualmente a pesquisa está focada no desenvolvimento de modelos

de otimização robustos, que consideram a incerteza dos parâmetros de projeto através do

computo de grandes volumes de dados. Isto é contrastado pelos projetos fora do âmbito

acadêmico, onde a falta de dados associados à demanda energética é muito comum, o que

resulta num mascaramento das Ćutuações presentes nos perĄs de demanda. Por outro lado,

é bem sabido que sistemas de armazenamento térmico (TES) permitem lidar com ditas

Ćutuações. Assim, a presente tese mostra resultados relativos à forma como esses sistemas

mitigam o subdimensionamento causado pela falta de dados, visando a possibilidade de

evitar a necessidade de uma coleta exaustiva de dados nesse tipo de projetos.

Objetivos

O objetivo dessa tese é demonstrar que a implementação de TES permitiu obter sistemas

de produção capazes de atender satisfatoriamente as demandas energéticas de um prédio

comercial, inclusive com uma quantidade limitada de dados. Para atingir este objetivo,

uma serie de objetivos especíĄcos é proposta:

1. Realizar um diagnóstico das práticas adotadas atualmente no projeto de sistemas de

abastecimento no âmbito não acadêmico.

2. Caracterizar e deĄnir adequadamente os perĄs de demanda energética para diferentes

aplicações, baseado em dados disponíveis, considerando possível correlação entre a

temperatura ambiente e a demanda de utilidades térmicas.

3. Desenvolver um modelo de síntese de sistemas de abastecimento baseado em técnicas

de otimização vigentes, incluindo tecnologias disponíveis no mercado. Considerando

o impacto da temperatura ambiente no desempenho de turbinas e microturbinas.

4. Realizar análises de sensibilidade para veriĄcar a resposta do modelo de síntese e o

impacto do armazenamento térmico nas estruturas subdimensionadas.

Metodologia

A metodologia proposta foi constituída por várias etapas, conforme os objetivos apre-

sentados previamente. Primeiro, a forma mais convencional para abordar o projeto de



sistemas de abastecimento no âmbito não acadêmico foi apresentada. Esta consiste na

simulação de várias alternativas contempladas, com posterior análise do seu desempenho

para orientar a tomada de decisões. O potencial e as limitações desta abordagem foram

apontadas e a oportunidade de aplicação de algoritmos de otimização mais soĄsticados foi

evidenciada. Posteriormente se apresentou, através de um estudo de caso, a construção

dos perĄs de demanda elétrica e de água fria para climatização, considerando a corre-

lação existente entre o consumo elétrico e a temperatura ambiente. Adicionalmente, um

algoritmo de classiĄcação (k-means clustering) foi implementado na construção dos perĄs

das utilidades térmicas (vapor e água quente), partindo de uma quantidade limitada de

medições.

Uma vez os perĄs foram deĄnidos, se apresentou o modelo de síntese de sistemas de

abastecimento, que combinou dois modelos de programação linear. O primeiro foi usado

para deĄnir a rede de troca de calor necessária para maximizar o aproveitamento do calor

oriundo dos acionadores primários considerados (motogeradores e microturbinas). O se-

gundo modelo, que corresponde a um modelo de programação linear mista, foi usado para

a seleção das tecnologias que formam a estrutura ótima, que neste trabalho corresponde

aquela que minimiza o custo anual de operação do sistema. Finalmente, os resultados do

modelo de síntese foram considerados em duas análises de sensibilidade. A primeira levou

em conta uma variação de ∘30% no preço do gás natural e no fator anual de amortização,

tidos como os parâmetros econômicos mais relevantes. A segunda análise de sensibilidade

contemplou a variação dos perĄs de demanda de acordo com a escala temporal usada

para descrevê-los, junto com o nível de armazenamento térmico da estrutura. Particular-

mente, esta análise de sensibilidade foi suportada por uma simulação Montecarlo, útil

para estudar o efeito do armazenamento térmico na magnitude e na probabilidade de

falência para estruturas de abastecimento subdimensionadas.

Resultados e Discussão

Através do desenvolvimento de uma ferramenta computacional e posterior análise de um

estudo de caso particular, foi possível identiĄcar que a simulação de processos aplicada no

projeto de sistemas de abastecimento é útil para a tomada de decisões quando a estrutura

já é deĄnida, ou quando o número de alternativas é reduzido. Se a quantidade de variáveis

de decisão é considerável, o uso dessa abordagem torna-se uma tarefa bastante dispendiosa,

dado o caráter combinatório do problema de seleção de tecnologias. Adicionalmente, foi

evidenciado que na prática, a falta de dados obriga aos especialistas a tomar decisões

baseadas no próprio conhecimento e experiência, muitas vezes sem sequer contar com

uma simulação das alternativas.

Com a adaptação do método conhecido como Princeton scorekeeping method para escalas

de tempo menores de um dia, foi possível construir os perĄs horários de demanda elétrica



e de água gelada para climatização para um hospital localizado na cidade de Florianópolis.

Adicionalmente, foi reconhecido que nem sempre seria possível obter perĄs satisfatórios

para essa escala, mas para escalas maiores (e.g. cada três horas, diário ou semanal). Por

outro lado, perĄs de demanda térmica (vapor e água quente) foram construídos a partir

de uma serie de medições no sistema de abastecimento atual. O processamento desses

dados por meio de um algoritmo de classiĄcação permitiu a deĄnição de uma série de seis

dias típicos para caracterizar o perĄl anual. Finalmente, o método foi corroborado com

os perĄs de demanda de outras aplicações.

O modelo de síntese para o caso do hospital indicou que a estrutura ótima inclui dois

tipos de microturbinas, o primeiro produzindo gases quentes para ativar um chiller de ab-

sorção e outro produzindo vapor. Para outras aplicações, motores de combustão interna e

microturbinas foram também considerados. A análise de sensibilidade baseada nos parâ-

metros econômicos indicou que as estruturas obtidas permanecem ótimas na maior parte

dos cenários. Mudanças foram evidenciadas só para valores extremos. Por outro lado, con-

forme esperado, maiores escalas de tempo na deĄnição dos perĄs de demanda resultaram

em estruturas com menor número de equipamentos (i.e. estruturas subdimensionadas).

A análise de sensibilidade baseada no nível de armazenamento térmico indicou que a

inclusão desses sistemas ajuda as estruturas subdimensionadas a diminuir o deficit no

abastecimento de utilidades. No entanto, a sua omissão aumenta a chance da estrutura

apresentar deficit, inclusive para aquelas que superaram a análise de sensibilidade prévia.

De acordo com os resultados, estruturas obtidas a partir de escalas de tempo maiores de

um dia não conseguem suprir satisfatoriamente a demanda de utilidades, mesmo tendo

um alto nível de armazenamento. Finalmente, os principais motivos para uma estrutura

apresentar deficit foram a limitação no fornecimento de vaporŮque não é acumuladoŮe a

limitação na capacidade das torres de arrefecimento usadas para dissipar o calor residual

do sistema.

Considerações Finais

O procedimento apresentado atende, em muitos aspectos, os requerimentos comuns ao pro-

jeto de sistemas de abastecimento em um âmbito não acadêmico, sobretudo se relacionado

à falta de informações para descrever a demanda de utilidades. A partir dos resultados

obtidos, pode-se identiĄcar claramente a limitação das soluções obtidas a partir de uma

abordagem suportada apenas por simulação de processos e a recomendação para adotar

algoritmos de otimização.

Por outro lado, os resultados do modelo de síntese e posterior análise de sensibilidade,

indicam que a implementação de sistemas de armazenamento térmico tem o potencial de

aumentar a capacidade de uma estrutura subdimensionada para atender completamente

os requerimentos de uma aplicação. Esta característica pode implicar que a adoção do



armazenamento térmicoŮde antemãoŮpode poupar a aquisição de dados nas primeiras

etapas do projeto. Adicionalmente, a não implementação desses sistemas pode acarretar

deficit em estruturas, inclusive aquelas consideradas não subdimensionadas.

Futuros trabalhos são sugeridos contemplando novas aplicações e visando o tamanho do

armazenamento térmico necessário para garantir cobertura total das demandas energéti-

cas, de acordo com a escala de tempo usada para descrevê-las.

Palavras-chave: Cogeração. Produção combinada de frio, calor e potência. Programação

linear inteira mista. EĄciência energética.



ABSTRACT

The design of utilitiesŠ supply systems implementing combined cooling, heating, and po-

wer (CCHP) for commercial buildings exhibits a high level of complexity, given the great

number of decision variables to be considered and the uncertainty on various design para-

meters. Usually, the selection of technologies forming the CCHP structureŮnamely the

CCHP synthesisŮis based on the judgment of experienced professionals and, for more

detailed studies, it is supported by simulation and/or optimization models. One recur-

rent issue present in the CCHP synthesis for existing buildings is the lack of information

about the thermal utilitiesŠ consumption, specially where regular measurement of energy-

related parameters is not provided, which encourages the adoption of assumptions and

approximations impacting directly on the selection of technologies. Most of time, the

data insufficiency is due to a low measurement frequency (if it exists), which overlook

the Ćuctuations present on thermal utilitiesŠ demands, leading to undersized structures.

On the other hand, it is well known that the implementation of thermal energy storage

(TES) enables a better supply management for dealing with these Ćuctuations. Thus, re-

cognizing that larger timescales (i.e. lower measurement frequency) used for collecting

the energy-use data mask Ćuctuations on the demand proĄles, this thesis aims to identify

how the TES incorporated into CCHP structures mitigates this undersizing effect caused

by the lack of data. The methodology adopted in this thesis is formed by several stages,

addressing the tasks normally involved in any CCHP project, but focused on an existing

hospital located in Florianópolis, Brazil although various consumption patterns under

different climate conditions were also checked. The synthesis is conducted through the

combination of a linear programing model for determining the best apportioning of heat

utilities based on a pinch analysis and other mixed-integer linear programming (MILP)

model for reducing a superstructure containing a set of candidate technologies involved in

the CCHP synthesis. Finally, the impact of the TES implementation on optimal structu-

res obtained using different timescales is analyzed through a sensitivity analysis adopting

random proĄles generated from the information gathered. The main contribution of this

thesis is the identiĄcation of a maximum design timescale that can be corrected by im-

plementing TES, along with several improvements introduced into the formulation of the

model.

Keywords: Cogeneration. Combined cooling, heating and power. Mixed integer linear

programming. Energy efficiency.
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Chapter 1

INTRODUCTION

Over the last three decades, Combined Cooling, Heating and Power (CCHP1) have

caught much attention among building owners and managers, mainly because of its po-

tential economic beneĄts and the high level of maturity of the technologies involved in

its application. Furthermore, CCHP technical and academic literature is quite extensive,

given thatŮ-from the authorŠs point of viewŮthe design of these systems conĄgures an in-

teresting engineering problem that permits multiple solution approaches, involving several

knowledge areas. Despite of the fact of being a well-known area, the design of utilitiesŠ sup-

ply systems adopting CCHP is yet a complex task, specially because of the great number

of decision variables involved in the selection of technologies and the uncertainty on some

key parameters such as the utilitiesŠ demand proĄles, and the equipment and fuelsŠ pur-

chase prices. In this way, the research in this Ąeld has been focused on the development

and improvement of methods capable of returning satisfactory CCHP designs meeting

a series of requirements. The academic production about CCHP has been extensively

and continuously reviewed, and through some selected reviews, it is possible to show the

state-of-the-art concerning the design of utilitiesŠ supply systems implementing CCHP.

Starting with the review done by Cho, Smith and Mago (2014), it still highlights studies

in which the decision-making is based on the comparison of energy, exergy, economic, and

environmental performances of a set of predeĄned CCHP alternatives, varying aspects

as the operation strategy and the selection of technologies. Later, in the review made

by Al-Moussawi, Fardoun and Louahlia (2016), some works implementing these analysis-

based approaches are presented, but CCHP design methods based on optimization rou-

tines and sensitivity analyses receive more attention. More recently, the review of Rong

and Su (2017) focuses only on optimization methods applied on CCHP design, revealing
1 Diverse terms as have been adopted in the literature to refer CCHP in diverse contexts: Coge-

neration, Trigeneration, Polygeneration, Combined Heat and Power (CHP), Building Cooling,

Heating and Power (BCHP), among others. In this work the term CCHP is adopted because
it refers precisely to the concept referred in this thesis and appears more frequently in recent
literature.
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the growing interest in this approach. Particularly this review, besides describing brieĆy

the most used optimization methods in the literature, introduces some works focused on

modeling the uncertainty inherent to CCHP parameters for further incorporation into op-

timization models and sensitivity analyses. Finally, reviews of Mavromatidis, Orehounig

and Carmeliet (2018a) and Yue et al. (2018) gather information from works focused on

characterizing and modeling the uncertainty inherent to the design and optimization of

distributed energy systems. The former is focused on works considering one or more energy

resources including wind and solar in buildings and microgrids, while the latter is focused

on reviewing the characterization methods used in larger scales, and is directed mainly to

policy makers. It is important to mention that, although these reviews are useful to get

a general picture of a great part of this research Ąeld, there are publicationsŮdevoted to

CCHPŮthat were not scoped, e.g. the work of Matelli and Goebel (2018) regarding the

application of resilient design concept in CCHP implementation, or publications based

on detailed simulation and thermoeconomic analyses of speciĄc cases such as (CALISE

et al., 2017) or (JIANG et al., 2018).

In general, it is evinced a trend favoring the adoption of optimization routines con-

sidering the effect of uncertainty of CCHP parameters on its design. Works of Rong and

Su (2017) and Yue et al. (2018) have identiĄed three speciĄc approaches for incorpora-

ting the uncertainty in CCHP optimization. First, the stochastic programming, where

the uncertain parameters are modeled as continuous random variables with an assumed

probability distribution (e.g. (MAVROMATIDIS; OREHOUNIG; CARMELIET, 2018b))

and a number of random scenarios are solved in order to optimize the expected value of

the objective function. Additionally, there is the robust optimization, that contemplates

uncertainty through intervals, overcoming the need of deĄning probability distributions,

and ensures the feasibility of each possible scenario while optimizing the value of the ob-

jective function for the worst-case scenario (GABRIELLI et al., 2019). Finally, there are

the deterministic optimization routines accomplished with risk analyses based on Monte

Carlo simulations, e.g. (URBANUCCI; TESTI, 2018). Particularly, the last approach is

considered in the present work. This choice enables a better examination of the optimiza-

tion outputs for decision-making, and implies the least computational burden compared

with the other alternatives.
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In regard of the computational burden, one aspect frequently mentioned by authors

adopting optimization routines is the existing compromise between the level of detailing

used in the formulation of optimization models and their runtime. While the advances on

computational capacity have enabled the development of elaborated algorithms dealing

with great amount of data, the combinatorial nature of the CCHP optimization problems

(synthesis) can still cause what is known as a dimension disaster (LI et al., 2010). More

speciĄcally, when there is one or more Ćag variables2 into the formulation, the number of

intervals forming the time horizon of the problem is one of, if not the most critical para-

meter increasing the computational effort for solving it. This feature also has been subject

of works focused on preprocessing time-dependent data (e.g. utilities demands, ambient

temperature, electricity prices, etc.) in order to reduce the size of CCHP optimization

problems. For example, the paper of Pinto, Serra and Lázaro (2019), which assesses and

compares different classiĄcation methods for deĄning a set of typical days from hourly

data, the work of Bahl et al. (2018) that proposes a two-stage procedure for verifying

the typical-periods reduction through energy balances performed along the entire time

horizon, or the work of (CARPANETO et al., 2011), which groups hourly data using a

clustering algorithm according to their similarity.

1.1 PROBLEM STATEMENT

Improved optimization models considering uncertainty in their inputs are being de-

veloped accomplished with data preprocessing algorithms for reducing the size of the

optimization problem. However, in practice, the implementation of CCHP in existing

building applicationsŮdone for decadesŮis far from being optimal. While preprocessing

algorithms aid to reduce a greater set of data gathered for research purposes, in actual ap-

plications is not usual to Ąnd historical records that enable the inference of time-dependent

data for performing an optimal CCHP implementation. Because of this, and since mea-

surements of energy-related parameters during long periods (months to years) are rarely

allowed, the decision-making involved in CCHP design lies on the criteria of experienced

specialists supported by a limited amount of data. Thus, there is a gap between the CCHP
2 Flag variables have a default value until some condition is true, in which case, it adopts a

different one. For example, a variable adopting the unity value whenever a technology is on and
a zero-value when it is off.
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design based on optimization routines dealing with a great amount of data and the CCHP

design based on the specialist judgment of a limited amount of data.

This gap was evidenced thanks to the experience shared with various engineers

involved in the implementation of CCHP projects, and that participatedŮtogether with

the authorŮin the development of a computational tool for the quick appraisal of CCHP

alternatives. Particularly, one aspect that is usually overlooked is the level of detail used

for describing the thermal utilitiesŠ demand proĄles. Commonly it is approximated by

monthly, seasonal, even annual averages, which of course, can result in misleading CCHP

designs.

In that direction, the present thesis explores the possibility of designing utilities

supply systems capable of addressing completely the requirements of a building, adopting

an optimization approach, but starting with proĄles whose best estimation corresponds

to large timescales. It will be demonstrated that initial CCHP designs derived from large

timescales are undersized but similar to that obtained from hourly proĄles, and that the

inclusion of thermal energy storage (TES) reduces their supply requirements. Thus, the

hypothesis checked is that an undersized optimal structure, derived from profiles whose

best estimation corresponds to a large timescale, could address the energy requirements of

an existing building, as long as it is complemented with TES.

Similar topics have been approached recently, e.g. Gabrielli et al. (2019) proposed

a method for determining the required time resolution and getting the optimal design

of distributed energy systems, using a limited amount of information through a robust

optimization. However, here the time resolution refers only to the number of typical days

(timescale remains equal to one hour) and, despite TES is contemplated, its impact on

optimal design is not analyzed. On the other hand, Kotzur et al. (2018b) has proposed a

method for modeling TES on consideration of interstitial periods linking typical periods,

and the work of Marquant et al. (2017) compares the design of distributed energy systems

obtained using full hourly proĄles, typical (clustered) days, and rolling-horizon proĄles.

Finally, the work of Poncelet et al. (2016) analyzes the temporal detail in energy-planning

models (i.e. only operation schedule). However, to the best of the author knowledge,

studies with similar purpose, focused on the compromise between the timescale of the

utilitiesŠ demand proĄles and the incorporation of TES in CCHP designs have not been
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The heat transfer area is taken into account for the economic appraisal of these

cogeneration modules.

• Development of a technology selection algorithm including internal combustion engi-

nes and microturbines considering the inĆuence of the ambient temperature on the

latterŠs performance.

• Elaboration of a sensitivity analysis through the generation of Monte Carlo simu-

lation scenarios, taking into account the correlation between the thermal utilities

demands and the prevailing ambient temperature.

1.2 MOTIVATION

Besides the well-known economic, reliability, and environmental beneĄts of CCHP

implementation (see e.g. the publication of IEA (2014) or the guide by ASHRAE (2015b)),

the report made by the IEA (2017), concerning the technology perspectives for decarbo-

nizing the energy sector, states that research and development efforts should focus on

bringing to market very high-performance natural gas technologies, including cogenera-

tion systems3. Furthermore, the current liberalization of the Brazilian natural gas market

(LIS, 2019) can favor the implementation of CCHP based on natural gas, as long as

its price decreases with respect to the electricity. Thus, this research can bring insights

regarding the CCHP design in a moment that they may be particularly useful.

Additionally, the development of the present research involves interesting areas, such

as the modeling, optimization, and analysis of processes, involving applied thermodyna-

micsŠ concepts.

1.3 OBJECTIVES

The main objective of this thesis is to assess the effect of TES on CCHP structures

undersized due to the adoption of large timescales on their synthesis, and check whether

the TES implementation can make these structures to completely address the utilitiesŠ

demand proĄles of a building. Taking into account also the tasks commonly involved in

non-academic CCHP projects, the following speciĄc objectives are proposed for this study:
3 In the context of this publication, the term ŠcogenerationŠ includes CCHP.
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1. Make a diagnosis of the current practices adopted in the development of non-academic

CCHP projects.

2. Characterize and set adequately the cooling, heating, and electric demand proĄles

of different building applications, based on data commonly available and taking ad-

vantage from the possible correlation between the thermal utilitiesŠ demand and the

prevailing ambient temperature.

3. Develop a CCHP synthesis model based on state-of-the-art optimization techniques,

including currently-available technologies. The effect of ambient temperature should

be considered for turbines and microturbines performance.

4. Perform sensitivity analyses for verifying the synthesis model outputs and the impact

of TES on undersized CCHP structures.

1.4 SCOPE

The stages of the methodology adopted in this thesis address the circumstances nor-

mally found in CCHP projects and are focused on the university hospital Polydoro Ernani

de São Thiago, located in the city of Florianópolis, Brazil. However, as it will be shown,

this methodology is suitable for applications where historical records of ambient tempe-

rature and electricity consumption exist, showing certain correlation, and the regularity

on their thermal utilitiesŠ consumption enables the replication of one-day proĄles several

times a year. Additionally, the synthesis model was checked for various building applica-

tions with different climatic conditions and consumption patterns, in order to verify that

it is capable of returning different sets of technologies.

1.5 ORGANIZATION OF THE MANUSCRIPT

Firstly, Ch. 2, which is the introductory chapter, brieĆy describes the CCHP design

problem and, through a basic simulation approach, introduces common premises adopted

in non-academic CCHP projects. The price structure of electricity and natural gas are

presented. Some usual metrics for assessing the economic and energy performance of these

projects are also introduced. Finally, the limitations of this approach are discussed through

an example.
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Ch. 3 presents the procedure adopted for constructing the utilitiesŠ demand proĄles

from available data and measurements of energy-related parameters. The application of

this procedure is focused on the hospital building; nevertheless, proĄles from three additio-

nal applications with different consumption patterns are also presented. On the one hand,

the electricity base load and the cold water demands are estimated through a method

known as the Princeton score-keeping, while the thermal utilities demands, steam and

hot water, are estimated through the processing of measurementsŠ data by a classiĄcation

algorithm (k-means clustering).

Chapter 4 explains the formulation of the synthesis problem. The Ąrst part is focused

on the characterization of cogeneration modules according to its prime mover; natural gas

internal combustion engines, gas turbines and microturbines are considered. The heat pro-

duction of each module is determined by a thermal integration algorithm, which enables

the determination of the maximum recoverable heat and its corresponding exchange area.

Next, the second part of this chapter is focused on the formulation of the technologiesŠ

selection problem as a mixed-integer linear programming (MILP) model. This approach

is based on the construction of a reducible superstructure formed by all the candidate

technologies; hot-gases-driven and direct-Ąred absorption chillers are included, which is

not found in previous literature. Additionally, the effect of the ambient temperature on

the supply of turbines and microturbines also was considered.

In Ch. 5 the outputs of the synthesis model are presented for each building appli-

cation considered, and a series of sensitivity analyses were conducted in order to check

them. Firstly, the impact of natural gas tariffs and the annuity factor on the selection of

technologies is veriĄed through a scenarios-based sensitivity analysis. Next, the effect of

the timescale used and the TES share into the CCHP structure is analyzed through a

series of Monte Carlo scenarios, involving the generation of random demand proĄles using

the information gathered for the hospital building. Finally, Ch. 6 presents the conclusions

of this thesis.

1.6 METHODOLOGY STRUCTURE

The methodology proposal is formed by a sequence of stages, whose partial results

are presented in each chapter. For this reason, there is not a chapter devoted entirely





39

Chapter 2

ENERGY USE AND CCHP IN BUILDINGS

The proper operation of any building requires the use of energy provided in different

forms, referred as utilities or services; although there are many possible building appli-

cations (e.g. schools, hotels, hospitals, malls, gyms, etc.), there are some utilities that

are very common. For illustration, Table 1 presents some examples of utilities commonly

supplied in buildings (excluding electricity).

Table 1 Ű Examples of utilities commonly supplied in buildings.

Utility / Function Terminals Conditions* Usual to

Saturated Steam Supply pressure, bar

Laundry, drying Dryers 5.5 - 6.9 Hotels

Sterilization Sterilizers 3.5 - 5.6 Hospital

Laundry, washing Washers 2.1 - 5.9 Hospitals

Kitchen, cooking Jacketed vessels 2.0 - 3.9 Hotels

Space heating Radiators 2.0 - 3.0 Any

HumidiĄcation Disperser 1.2 - 2.0 Any

Hot water Temperature, ◇C

Supply Return

Laundry, washing Washers 75 - 80 Ű Hospitals

Space heating Radiators 60 - 80 40 - 60 Any

Fan coils 60 - 65 50 - 55 Any

Radiant Ćoor 45 - 50 40 - 45 Any

Kitchen, cleaning water taps 60 - 70 Ű Hotels

Pool heating Heat exchanger 60 - 65 55 - 60 Hotels

Sanitary Sinks, showers 40 - 60 Ű Hotels

Cold water

Air conditioning Fan coils 5 - 9 12 - 14 Any

Chilled beams 13 - 15 18 - 20 Any

Radiant panels 15 -17 18 -20 Any

*Most values reported in (ASHRAE, 2016; ASHRAE, 2015a), other were obtained

from speciĄc catalogs.
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In this case, the daily electric base load, not associated with air conditioning nor

space-heating devices is very regular, which enables the continuous operation of the gene-

rator set at its full capacity and seems to favor the CCHP adoption. However, the heating

and cooling demands present remarked Ćuctuations and have a clear seasonal pattern,

which introduce some difficulties in the CCHP speciĄcation. For simplicity, let consider

that 0.25 kW of heat and 0.5 kW of cold can be simultaneously produced per each kW of

electricity produced by the generator set without modulation (see ŠCASE AŠ depicted in

Figs. 6b and 6d); it becomes evident that heat and cold demands cannot be addressed to-

tally by CCHP and even that there are periods reporting wasted heat because there is not

enough demand to address. Another option without modulating the electricity production

consist in producing only one thermal utility at once, in order to increase its production

per kW of electricity produced; as depicted in ŠCASE BŠ (Figs. 6c and 6e), despite the

improvement on these parametersŮnow 0.95 for heat and 0.75 for coldŮresults are not

very different from the ŠCASE AŠ.

This simple example introduces one important aspect of implementing CCHP, rela-

ted to the interdependence among the amount of utilities produced. It means that their

production can be redistributed just within certain limits. Since the supply system usu-

ally deals with non-coincident production and demand of utilities, this aspect can cause

some mismatch between the CCHP production and the demand of utilities. Moreover, it

explains the necessity of boilers and electric chillers for addressing completely the building

demands when there is a production deĄcit, as well as the necessity of wasting (rejecting)

heat when there is a surplus. Particularly, when this waste of energy is excessive due to

a great mismatch (e.g. due to demand intermittencies over long periods), it can be an

indication of the inconvenience of CCHP due the low utilization of its devices. Another

evident feature is the existence of multiple choices in the CCHP speciĄcation for addres-

sing a given set of utilities (e.g. the size of generator set and operation strategy in this

example); in that regard, some key features involved in CCHP implementation are brieĆy

described in the following sub sections.
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2.1.1 Selection of components

There are various technology options5 involved in the production of utilities (see

Fig. 3), whose selection should be done according to adequate cost, technical or environ-

mental premises. CCHP and conventional technologies can be grouped according to their

function:

• Prime movers: these devices transform the chemical energy of a fuel into mechanical

energy and are the core of the generator sets, since they provide this mechanical

energy to a coupled electrical generator in order to be transformed into electricity.

The most common choices for this equipment are internal combustion engines (ICE)

and gas microturbines, although small gas turbines (capacity of about 2 MW or

above) can be considered for large building applications. According to the review

of Al-Moussawi, Fardoun and Louahlia (2017), steam turbines and combined cycles

in commercial and residential applications is rarely used. Typically, these devices

transform only around 30Ů38% of the energy input into mechanical energy and

the rest is transformed into heat that is ultimately wasted if no heat recovery is

done through the Ćue gas, one or more cooling loops (commonly hydronic), and by

radiation. Particularly, the recovery of the Ąrst two heat waste sources through heat-

recovery devices is the basis of CCHP (see Fig. 5). Parameters commonly taken into

account for selecting a prime mover include the fuel used (natural gas and diesel are

the most common), the electric efficiency at full capacity and at partial load, the

response to load Ćuctuations, noise level, etc. Further technical information can be

found in Orlando (1996) and other cogeneration design manuals.

• Boilers/heaters: depending on the utilities required in the building, boilers produce

saturated steam, from 1 to 7 bar, while heaters produce hot water supplied at 80◇C

or less, conventionally using a fuel input. Fuels commonly used include natural gas,

propane, diesel, and fuel oil, although electrical boilers and heaters also are available.

When both services are demanded, it is very common to use part of the steam

produced for producing hot water. The choice of these devices is based mainly on
5 In this document, the term technology refers to a set of devices that performs the same energy

transformations, using the same sources, producing the same outputs, and with the same prin-
ciples of operation.
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the fuel used, their emissions levels and their thermal efficiency; typical values for the

latter are around 80-95%. Further information about the features and operation of

these equipment can be found in the literature (BAZZO, 1995; Babcock and Wilcox,

2005).

• Heat exchangers: Their purpose is enabling the heat transfer between Ćuid streams

in order to transform or produce utilities (see Fig 3). Particularly, equipment referred

as heat-recovery devices transform the heat carried by the hot streams coming from

prime movers into utilities; the HRSG for steam production and the heat exchangers

used for hot water production are the most usual, even assisted by supplementary

ĄringŮsee the review of Al-Moussawi, Fardoun and Louahlia (2016). The selection

of these devices in CCHP applications stands for the deĄnition of the heat exchanges

necessary for the transformation/production of utilities. Common choices are:

– Exhaust gases ⊃ water: It is proper to the HRSGs used for steam production,

economizers, and heat exchangers gas/liquid used for hot water production.

– Hot air ⊃ water: Most of turbocharged ICEs already has one or two cooling

circuits whose heat exchangers are commonly referred as high-temperature (HT)

and low-temperature (LT) intercoolers, which recover heat from the compressed

air at a temperature of 150-200◇C and produce hot streams at around 90◇C and

50◇, respectively (HIERETH, 2003). However, it is also possible, under certain

conditions, to modify the heat recovery from the hot air stream in order to

improve the production of CCHP utilities (RAMOS, 2012).

– Steam ⊃ water: This is the case of exchangers and coils that use part of the

steam produced in a boiler to produce hot water.

– Water ⊃ water: It is very common in ICE-based CCHP to produce hot water

using the heat dissipated through the engine block coolant circuit (commonly

use water), which is available usually at 85-90◇C, although some special designs

use pressurized water at temperatures over 100◇C. Another case is when a utility

is produced from a hotter one, for example, when the supply system of a hotel

produce hot water at 80◇C for laundry and part of that is used in a heat exchanger

for supplying heat to the pools.
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– Oil ⊃ water: heat from engine lubricant oil, commonly available at around 75◇C

can also be recovered through a heat exchanger oil/water.

– Water ⊃ air: Includes the air-cooled heat exchangers (indirect) and cooling

towers (direct) destined to dissipate heat to the atmosphere; in this case no

utility is produced. On the other hand, radiant panels are used as terminals for

the hot water utility (acclimatization).

Once the heat exchanges are deĄned for a given CCHP application, the speciĄcation

for the construction or selection of each device is done according to the features of

the hot/cold streams pairs, as well as their operation conditions.

• Chillers: These devices use heat or electricity for producing cold water through a

thermodynamic refrigeration cycle. For electricity-driven chillers, this cycle corre-

sponds to a vapor-compression cycle, while for heat-driven chillers, it corresponds

to a vapor-absorption cycle. Independently of the type, their operation requires the

rejection of heat to a temperature sink; for compression cycles, this is equal to the

sum of the compression work and the heat removed from the cold water return (usu-

ally at 12◇C) to produce the cold water stream (usually at 7◇C), while for absorption

cycles is that heat plus the heat absorbed from the heat source for activating the

cycle. Fundamentals, features, and operation principles of this type of equipment is

extensively reviewed in technical literature; particularly, Herold, Rademacher and

Sanford (2016) is a good reference about heat-driven chillers (a.k.a. absorption chil-

lers). Among the CCHP-related technologies, chillers are the most diverse since there

are many technology options, although the most determining feature for selection is

their coefficient of performance (COP). For electric chillers, other selection para-

meters include: type of compressor (reciprocating o or centrifugal), rotation speed

control enabled/disabled, and type of bearings, among others. On the other hand,

the selection of an absorption chiller is mainly based on the heat source used for its

activation; it can be hot gases, steam, hot water, or even combinations among them.

Moreover, there are two types of chillers that were omitted in Fig. 5 for simplicity,

both using the energy from a fuel (commonly natural gas or diesel) for producing cold

water; the Ąrst is a vapor-compression cycle whose compressor is moved by an ICE
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instead of an electric motor and the second corresponds to a vapor-absorption cycle

activated from the hot gases produced by direct combustion of the fuel in burners.

• Energy storage devices: the function of these devices is to accumulate energy from

the utilities produced during a certain period, in order to be used later, either to Ą-

nal distribution or to further production of utilities. This accumulation can be done

in diverse forms, of which the simplest is to storage utilities to be dispatched later;

apparent examples are the batteries for electricity storage, and the tanks used for

hot and cold water storage. Particularly, thermal energy storage (TES) refers to any

device used for storing cold and heat utilities. The main advantage of energy storage

devices in CCHP is that they enable to overcome the mismatch between energy ge-

neration and energy use, together with other derived beneĄts as the decrease of the

required size of other CCHP devices, the increase of their operation time, and the

improvement of the waste heat recovery. In practice, the adoption of TES is deter-

mined mainly by the availability of the space necessary for their accommodation.

The selection of these devices are commonly based on parameters as the type of

storage (active or passive, direct or indirect), the energy density, thermal losses du-

ring the storage period, and respond time between charging⊃storing⊃discharging

cycles. Fundamentals of TES can be found in dedicated references as the works of

Kalaiselvam and Parameshwaran (2014) and Li and Chan (2017).

Process Ćow diagrams depicted in Fig. 7 illustrate the issue of selecting the compo-

nents forming a supply plant based on CCHP; both conĄgurations are capable of supplying

the same utilities (electricity, steam, hot water and cold water), but the structure on the

left side uses engine-based generator set(s) and hot water-activated absorption chiller(s),

while the structure on the right side uses gas turbine-based generator set(s) and steam-

activated absorption chiller(s). Note that conventional boilers and electric chillers are not

included for simplicity and that each symbol on diagram represents one or more pieces of

equipment; in this type of diagrams, connectors represent mass and energy streams.

2.1.2 Definition of capacity and number of components

Another key feature proper to the design of any supply system incorporating CCHP

is the necessity of deĄning the number and the size of its components. For illustration,
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2.1.3 Definition of operation strategy

Other CCHP implementation aspect that must be deĄned is the operation strategy

of the supply system, which embraces all the decisions on how it will produce the utilities

for addressing the building load demands. Important issues of this concern includes, but

are not limited to:

• Enabling (or not) the importation/exportation of electricity from/to the grid.

• The use (or not) of energy storage devices, and their charging ⊃ storing ⊃ dischar-

ging schedule.

• The CCHP scheduling premise, i.e. deĄning whether the CCHP production would

address preferably base loads over prolonged periods, or peak loads over shorterŮ

possibly intermittentŮperiods.

• Enabling or limiting (or not) the waste of heat during certain number of periods.

• Modulation of CCHP devices within their proper operating range.

• Priority for addressing the load demands, e.g. CCHP production following electricity

demand (heat/cold production as consequence), or CCHP production following the

cold/hot demand with the electricity production as consequence (implies enabling

the importation/exportation from/to the grid)Ůsee Fig. 8d. In this regard, these

options are known as following energy load (FEL) strategy and following thermal

load (FTL) strategy, respectively; other operation (or switching) strategies are also

found in the literature (SHI; MINGXI; FANG, 2017).

These basic issues are commonly analyzed and set during the plant design, and

are apparently formed by simple choices; however, the CCHP operation schedule itself

is the subject of various works focused on its improvementŮas reviewed by Cho, Smith

and Mago (2014)Ůfrequently adopting optimization routines for obtaining the maximum

beneĄt from it. Finally, note that these and other operational issues affect the selection of

technologies (section 2.1.1), as well as the deĄnition of the size and number of components

(section 2.1.2), which conforms the CCHP design problem as the set of three interrelated

tasks, as represented in the diagram of the Fig. 9; between parentheses appear the terms

commonly used in the literature for referring to them.
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• Primary Energy Rate (PER): It is the ratio between the system outputs (utilities)

and its energy inputs. Note that the cold and heat produced are added directly,

which implies that, depending on the chillersŠ COP, this parameter can be greater

than the unity. Despite it is not a general efficiency parameter, since its value is not

bounded between zero and the unity, its formulation is mathematically consistent. As

evidenced by Matelli and Bazzo (2013), for a given output, it is proportional to the

fuel savings due to CCHP and reĆects the duality of CCHP systems, which behave

as a thermal engine and as a refrigerator.

𝑃𝐸𝑅 =
√︁

𝑊el +
√︁

𝑄h +
√︁

𝑄c
√︁

𝐸in

(2.2)

note that this formulation is general for production systems and considers multi-

ple fuel sources, multiple heat and cold utilities, and multiple forms of electricity

production; in the particular case when there is a unique fuel, this parameter is

equivalent to that referred as Energy Utilization Factor (EUF).

• Primary Energy Savings (PES): it is the energy input avoided by implementing

CCHP, compared to a conventional system with the same outputs, sometimes ex-

pressed as a ratio (PESR). Some authors use the term Fuel Energy Savings (FES).

𝑃𝐸𝑆 = 𝐸in,conv ⊗ 𝐸in,cchp =
𝑊

Öel,conv

+
𝑄

Öth,conv

⊗ 𝐸in,cchp (2.3)

𝑃𝐸𝑆𝑅 =
𝑃𝐸𝑆

𝐸in,conv

= 1 ⊗
𝐸in,cchp

𝑊

Öel,conv

+
𝑄

Öth,conv

(2.4)

values of Öel,conv and Öth,conv take into account the way how the electricity and the

heat are originally produced; for example, they can adopt the values of 0.55 and 0.90

if a combined cycle and a natural gas boiler are considered, respectively.

These parameters are calculated in terms of energy transferred (kWh) over a given period,

but for steady-state operation it is more convenient to calculate them in terms of energy

transfer rates (HORLOCK, 1987).
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2.3 PRICE STRUCTURE

The price structure of the energy resources is a key aspect for the economic perfor-

mance of any CCHP project, since a great part of the operation costs come from their

purchase, as well as the most of the CCHP incomes is derived from the sale of electri-

city (when enabled). This structure, namely the cost rates forming the price, can vary

according to the purchase and sales options present in the market, speciĄc to the CCHP

project; however, speciĄcally for electricity prices, there are some rates that are commonly

present (ORLANDO, 1996):

A. Customer charge: It is a Ąxed charge, generally applicable regardless whether any

power is used or not. It is based on the Ąxed costs of the utility and is charged in

monetary units7.

B. Demand charge: It is based on a maximum demand that can refer to the peak occur-

ring during the rate period, to a certain contracted value, or may be restricted to

the peak occurring only during on-peak periods. It is intended to recover electricity

production costs and is commonly charged in monetary units per kW supplied.

C. Distribution charge: It is based on the peak occurring during the rate period and

intends to recover transmission and distribution costs; it is commonly charged in

monetary units per kW delivered.

D. Energy charge: It refers to the amount of energy actually used on-site. It may be

billed in different blocks, which can be speciĄed in energy baselines terms, in use-of-

demand terms, or based on the time at which energy is used; in that case, time-deĄned

blocks include on-peak, off-peak and intermediate periods. It is commonly charged

in monetary units per kWh used.

E. Taxes: Are imposed on behalf of a government body, typically the state and the local

municipality. They are commonly charged as a percentage of the energy charges.

F. Surcharges: They are destined for recovering speciĄc costs and can vary from period

to period. They commonly are referred to as cost adjustments and are commonly

applied on monetary units per kWh used.
7 In this thesis, unless otherwise speciĄed, the unit adopted for monetary quantities is the U.S.

dollar, expressed with the symbol $.
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G. Supplemental power charge: It applies to CCHP and other cogeneration facilities,

since they continue to purchase some electricity from the electric utility. This charge

corresponds to the difference between cogeneration output and the site requirements

and has differentiated rates for the demand and the energy used on-site.

The structure for natural gas usually is simpler than for electricity and is based on

the amount of gas delivered to consumer, normally charged in monetary units per normal

cubic meter of gas (Nm3). Distribution charge and taxes also apply. Current Brazilian

structures, valid for the state of Santa Catarina are adopted in the present work, which

are described in the following paragraphs.

Firstly, in the country there are two electricity commercialization markets: the re-

gulated market and the free market; in the ĄrstŮwherein the residential customers are

includedŮthe rates are established or limited by the Brazilian energy regulatory agency

(ANEEL) and are charged by the local electric concessionaire to the customers. In this

case, the concessionaires hold long-term contracts directly with power suppliers through

public auctions. Conversely, costumers in the free market have the option of negotiating

the price (excluding taxes and distribution rates) as well as the term of the contract

directly with power suppliers or through electricity retailers. Taking into account that,

under the current regulation, only customers with a power demand greater than 500 kW

can apply to participate in the free market, large commercial buildings have the option

to choose the price structure for purchasing electricity, while smaller applications have to

accept the regulated prices. Details about the current legislation, conditions and terms

of the electricity commercialization can be consulted in (ANEEL, 2019); speciĄcally, the

normative resolution 414 (ANEEL, 2010) establish the general conditions for the electri-

city supply. Table 2 summarizes the electric price structure adopted in this work, which

is currently used by the local electric concessionaire, whose rates can be accessed at CE-

LESC (2019) and explained in PROCEL (2011). Note that values reported correspond

to the category where most of the commercial building applications could be classiĄed:

They are from group B3, where the required supply voltage is lesser than 2.3 kV and the

building application does not correspond to rural, residential, nor public lightning. Values

reported were valid by July/2019.
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Table 2 Ű Electricity price structure.

Rate Features Value*

A It is embedded in the energy charge (rate D). However,

the availability rate applies when the monthly electricity

consumption is lesser than a certain value, depending

on the type of power supply (single-phase, two-phase,

or three-phase).

Embedded in D

B Applies on a demand contracted with the concessionaire

that is charged even if the consumer does not use it.

Whenever a demand exceeding by more than 5% of this

value is measured for at least 15 min, surcharges apply

on the extra demand with a greater rate. Currently, this

type of contract is exclusive to buildings requiring 2.3

kV or more, implying thatŮfor the category chosenŮit

is also embedded in the energy charge rate.

Embedded in D

C As well as the previous items, it is embedded in the

energy charge rate. However, when the consumer opts

for participating in the free market, it is billed by the

concessionaire due to the use of the distribution system.

It is charged in monetary units per energy delivered

($/kWh), and in cases where a power demand is con-

tracted, there is a component of this rate that is billed

in $/kW.

Embedded in D

D It is computed and billed by the concessionaire and, for

the category chosen, it embraces rates A, B, and C. Mo-

reover, it is composed by three different rates according

to the type of day (business or non-business) and the

period of consumption (on-peak, intermediate, and off-

peak). On-peak rate (onp) applies to business days be-

tween 18:30 and 21:30, intermediate rate (int) applies

during the hour before (between 17:30 and 18:30) and

during the hour after the on-peak period, and off-peak

rate (ofp) applies to the rest of the time. Additionally,

there is the option of getting a Ćat (flt) rate, that does

not discriminate rates by period of consumption.

$/kWh

onp: 0.24927
int: 0.16229
ofp: 0.12027

flt: 0.13346

*Published in Brazilian Reais (BRL). Exchange rate: 3.8 BRL per USD.
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Electricity price structureŮcontinued.

Rate Features Value*

E Tributes charged to consumer includes federal and state

taxes. They are referred by its acronyms in Portuguese

as PIS,COFINS which are federal, and ICMS that is

imposed by the state of Santa Catarina. They apply

directly on energy charge rate (D) plus surcharges (F)

as follows:

Price =
𝐷 + 𝐹

1 ⊗ (𝑃𝐼𝑆 + 𝐶𝑂𝐹𝐼𝑁𝑆 + 𝐼𝐶𝑀𝑆)

PIS : 0.84%
COFINS: 3.89%

ICMS: 25%

F Surcharges apply depending on the electricity pro-

duction conditions. Since most of the energy production

in the country is based on hydro, surcharges are included

when, due to climatic conditions or other circumstances,

it becomes necessary to increase the share of electricity

produced by thermoelectric power plant, which is more

expensive. There are four charging levels: green, yellow,

red1, and red2.

$/kWh

green : 0.000
yellow: 0.015
red1 : 0.040
red2 : 0.060

G There are not differentiated rates for applications were

cogeneration plants are installed.
*Published in Brazilian Reais (BRL). Exchange rate: 3.8 BRL per USD.

On the other hand, the natural gas commercialization market is currently in a tran-

sition; until not long ago, the price to distributors was Ąxed by the National Petroleum

Agency (ANP) and the tariff to concessionaires was regulated by the state regulation

agency (ARESC). However, by July 2019, a set of measures was approved by the national

government aiming to break the state monopoly on the market allowing the free competi-

tion among suppliers, thus favoring the reduction of natural gas tariffs (LIS, 2019). Despite

of this, the tariff considered in this work corresponds to that regulated before these mea-

sures, since their implementation is still incipient. The tariff is formed by two components:

the base rateŮincluding the supply, transportation, and an adjusting addendŮwhich is

charged by federal and state taxes, and a distribution margin. Table 3 summarizes the

natural gas tariff used henceforth.

These values have been taken from ARESC (2019), where a ŠreferenceŠ heating

value of 39330 kJ/kg (9400 kcal/m3) is reported. Thus, the natural gas tariff in $/kWh is
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Table 3 Ű Components of the natural gas tariff (ARESC, 2019).

Base* $/m3 Margin* $/m3 PIS COFINS ICMS

0.29021 0.04097 1.65% 7.6% 12%
*Published in Brazilian Reais (BRL). Exchange rate: 3.8 BRL per USD.

calculated according to Eqn. 2.5

Tariff = 0.09153 ≤

⎦
Base

1 ⊗ (𝑃𝐼𝑆 + 𝐶𝑂𝐹𝐼𝑁𝑆 + 𝐼𝐶𝑀𝑆)
+ Margin

⎢

(2.5)

2.4 REGULATIONS

Depending on the electricity commercialization market, implementation of CCHP

entails different means of economic remuneration. While in the regulated market there is a

compensation through the acquisition of Šenergy creditsŠ, in the free market, the plant ow-

ner (designated autoproducer) is allowed to sell the electricity surplus (if any). Regulations

applicable for the electricity compensation mechanism can be consulted in the normative

resolution 482 (ANEEL, 2012), and the decree 5163 (Brazilian Parliament, 2004) collects

the main regulations proper to autoproducers and the free commercialization market.

Independently of the commercialization of electricity, CCHP is qualiĄed according to

the criteria compiled in the normative resolution 235 (ANEEL, 2006), which establish the

deĄnitions and minimum qualifying requirements for cogeneration plants8. Particularly,

for those based on natural gas and with a capacity smaller than 5 MW, the following

relations should be fulĄlled:

𝐸th

𝐸f

⊙ 15% (2.6)

𝐸th

𝐸f

≤
1

2.14
+

𝐸el

𝐸f

⊙ 41% (2.7)

Using the same terms of the normative, 𝐸th, 𝐸el, and 𝐸f correspond respectively to

the energy of the heat utility, the energy of the electro-mechanic utility, and the energy

of the energy source, all expressed as kWh delivered per hour by/to the plant at its
8 CCHP plant (or system) understood as the speciĄc facility where the cogeneration is operated

for producing mechanic energy and heat utilities in combination from one primary source;
namely it excludes auxiliary boilers and electric chillers.
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Šmean operation regimeŠ. Note that this normative does not include any mention to the

production of cooling utilities. For this reason, in this work, it is considered that the

term 𝐸th should include necessarily the heat used for activating the absorption chillers

whenever CCHP is implemented.

Once the qualiĄcation is certiĄed, other speciĄc technical, safety and contractual

requisites should be fulĄlled as indicated in the standard (ANEEL, 2016). However, these

requisites are part of further engineering stages and are not part of the scope of this work.

2.5 PREMISES COMMONLY CONSIDERED IN CCHP DESIGN

Omitting environmental aspects, only the above-mentioned features already impart

a great complexity to the CCHP design given:

• The Ćuctuation inherent to the energy demands in buildings.

• The multiple technologies that are suitable for CCHP and the great number of feasi-

ble combinations among them for supplying electricity, cold and heat to a building.

• The wide range of sizes, prices and technical features available in the market for each

technology.

• The decisions involved in the deĄnition of the CCHP operation strategy.

• The availability of multiple prices for energy sources, as well as different market

conditions and compliance with current applicable regulations.

In spite of that, supply systems implementing CCHP have been installed straightfor-

ward for decades, and technologies involved have a high level of maturity. Consequently,

in practice, the engineering of these projects is well-deĄned and specialists in this Ąeld

are capable of dealing with these issues, supported on their expertise and knowledge, as

noted by Matelli (2008). However, still there is room for improvement in this Ąeld, given

some features identiĄed through the development of a computational tool9, created for

quick calculation of feasible CCHP projects, which demanded a high level of interaction

with experts in this Ąeld. It made possible to understand what is commonly done when

specialists start a new CCHP project and to collect their requirements (as users) that
9 The application is named CogeCalc 2 and currently there is a consultation with Petrobras for

registering it to the Instituto Nacional da Propriedade Intelectual (INPI), see appendix B.
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should be addressed by the tool. Consulted specialists are from three Brazilian gas dis-

tributors (from states of Bahia, São Paulo and Santa Catarina), a company specialized

in the engineering and installation of air conditioning systems (ER engenharia), a sup-

plier of absorption chillers (Thermax do Brasil), and a supplier of engine-based generators

sets (Stemac). Some common requirements and practices are summarized in the following

paragraphs.

Once the specialists get available information about the type and magnitude of uti-

lities required, as well as existing installations of their potential clients, they proceed to

characterize their demand proĄles using available information (e.g. electricity and fuel

bills, hydrometers readings, data from supervisory systems, etc.). It is important to iden-

tify with enough detail the seasonality present on the proĄles and make the distinction

of the amount of utilities charged with different rates (see 2.3). Information is input in

pre-designed spreadsheets, which often are modiĄed in accordance with the client particu-

larities. Some technical data can be assumed because are considered typical, other come

from equipment catalogs, and other need to be estimated. Commonly, each specialist has

its own set of spreadsheets; it was evidenced that formulation is rather basic and use of

thermodynamic properties is seldom.

The main purpose of these calculations is to demonstrate to the client whether

the implementation of CCHP is economically feasible or not. Once the technical and

economical parameters shows the CHP alternative as feasible, and more convenient than

the conventional production, the information is addressed to a more detailed analyses,

many times conducted by equipment suppliers or by an engineering company; it is usual

that the purchase of main equipment is started with the information computed in this

preliminary design.

In view of this manner of executing CHP projects by the cited companies, and the

potential risk of further stages modify the preliminary results obtained by using spreads-

heets, it was required a program to obtaining quicker and more reliable solutions, based

on process simulations. The key requirements transmitted by the consulted specialists

and some insights of the program are organized in the appendix B.
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2.6 PRELIMINARY ASSESSMENT OF CCHP PROJECTS

Depending on the size of the utilitiesŠ supply facilities, their placement can be exe-

cuted following the typical stages of an engineering project, e.g. determination of CCHP

application potential, initial feasibility study, detailed engineering, review of Ąnancing op-

tions, procurement, energy services contract, construction, and turnkey (FLIN, 2010). As

the depth-level of analyses increases, larger capacity for information processing is required.

In this way, some computational tools frequently used for assisting the CCHP projects

are listed as follows:

1. Spreadsheets with formulation based on order-of-magnitude relations and some rela-

ted heuristics. They are commonly adapted as required for quick respond.

2. Spreadsheets and other general-purpose programs with pre-deĄned templates and

general formulation.

3. Process simulation programs enabling steady-state mass and energy balances and

more detailed equipment speciĄcation.

4. Process simulation programs enabling the modeling of the dynamic behavior of the

plant along variable operation periods.

5. Computational tools capable of performing optimization procedures.

Mass and energy balances (item 3 in the list) together with energy-based metrics

and economic parameters are extensively used for addressing the requirements of CCHP

projects (e.g. see the works of Badami et al. (2014) and Shnaiderman and Keren (2014)),

constituting the standard in the engineering practice. One of the most important advan-

tages of this approach, is that once the simulation model is formulated, diverse scenarios

can be solved, according to the supply requirements of a given building. Normally, the

designer is looking for the best economic performance of the CCHP project. The most

basic and understood metric is the simple payback period (PBP), which by itself does

not bring enough information for take a Šgo or no goŠ decision, but an investment with

a shorter PBP is considered to have lower risk than those with a longer PBP; additio-

nally, it is easily recognized by clients and is extensively used by the specialists consulted.

Additionally, the preliminary feasibility appraisal of CCHP projects against conventional
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supply systems considers the additional investment of adopting CCHP and the annual

avoided costs with respect to the conventional production. In this way, the formulation

of the costs balances is presented as follows:

𝑃𝐵𝑃 =
𝐼𝑁𝑉cchp ⊗ 𝐼𝑁𝑉conv

𝑇𝑂𝐾conv ⊗ 𝑇𝑂𝐾cchp

; 𝐼𝑁𝑉 = 1.15 ≤ 𝐸𝐾 (2.8)

𝐸𝐾 =
NE∑︁

e=1

𝑈𝐾e ≤ 𝐶𝐴𝑃e (2.9)

𝑇𝑂𝐾 = 𝑀𝑂𝐾 + 𝐼𝐾 +
Hop∑︁

h=1

𝑂𝐾h ; 𝑀𝑂𝐾 = 0.07 ≤ 𝐸𝐾 (2.10)

𝐼𝐾 = 𝑎𝑓 ≤ 𝐸𝐾 (2.11)

Here, the total investment (INV) is the sum of equipment purchasing costs (EK) and

indirect costs, which account for engineering, supervision, and legal expenses, as well as

contractorŠs fees and contingencies (BEJAN; TSATSARONIS; MORAN, 1996). In this

work, it is assumed that indirect costs are equal to 15% of EK. Moreover, the cost of

each equipment e is estimated as its capacity (CAPe) multiplied by a unitary equipment

cost (UKe), which should consider installation costs. On the other hand, total operation

cost (TOK) is the sum of the maintenance and operation cost (MOK), which is assumed

equal to 7% of EK, the investment (capital) cost (IK)Ůestimated through an annuity

factor (af )Ů and the sum of hourly operating cost (OKh) along the operating hours Hop.

Particularly, OKh is the expenditure caused by the purchase of utilities minus the incomes

obtained by the sales of them, expressed in the following equation:

𝑂𝐾h =
NU∑︁

u=1

(𝑈𝐾u,h ≤ 𝑃𝑈𝑅u,h ⊗ 𝑆𝑃u,h ≤ 𝑆𝐴𝐿u,h) (2.12)

UKu,h corresponds to the unitary cost (in $ per kWh), PURu,h is the amount pur-

chased (in kWh), SPu,h is the sale price (in $ per kWh), and SALu,h is the amount sold

(in kWh) of the utility u during the hour h. The annuity factor (or capital recovery factor)

is determined for an interest rate of 12%, and a project lifetime of 20 years, values judged

adequate by the consulted specialists, resulting in af = 0.134.

Now, the usefulness of the simulation modeling is illustrated through a simple ex-

ample with the aim of introducing some aspects that will be considered in the following

chapters. Suppose that the CCHP layout proposed in Fig. 10 needs to be assessed for a
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given application, and that is based on a generator set with nominal capacity of 1035 kW.

Heat from the exhaust gases can be recovered through a HRSG (B01) and a gas/liquid

heat exchanger (E02), while the heat from the coolant circuit can be recovered through

the heat exchanger E01. Heat excess from this circuit can be rejected to the atmosphere

through the radiator A01. This layout is capable to deliverŮbesides electricityŮsteam,

hot water, and cold water for air conditioning. The later can be produced by a hot-

water-driven chiller (C01), by a steam-driven chiller (C02), or by the combination of both.

Auxiliary equipment for complementing the CCHP production is also included: B02 cor-

responds to a conventional steam boiler, B03 to a hot water boilerŮboth fed by natural

gasŮand C03 is an electric chiller; technical features of the equipment are presented in

the appendix A.

Note that through the manipulation of certain valves in the model, it is possible to

alter (even cut down) the CCHP production of each utility. For example, if it is required to

produce hot water as much as possible (by CCHP), the valve V04 should drive the Ćow of

hot gases through the stream 07 (bypassing B01) for increasing the heat transferred in E02

to the internal water circuit, and the valve 16 should drive the Ćow of that water trough

the stream 45 (bypassing C01) for increasing the production of hot water in the coiled

tank T02. In this case, steam and cold water would be produced entirely by auxiliary

(conventional) equipment. For ease, one path is indicated for each valve by a Ćow ratio

(letter X followed by the number of the valve), which varies from 0 to 1. In this example,

X04 = 1 and X16 = 0.

The simulation model consists basically in the formulation of mass and energy ba-

lances proper of the layout. It was done using the software Engineering Equation Solver

(EES), taking into account the following premises:

1. Generator set operating at nominal conditions.

2. Electric efficiency of G01 : 31.05%, exhaust gases temperature: 474◇C, minimum

exhaust gases temperature: 120◇C.

3. Maximum engine cooling water temperature: 95◇C (stream 32). Minimum engine

cooling water temperature: 85◇C.

4. LHV of Natural gas: 49650 kJ/kg.
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5. The sale of electricity is not enabled. Electric demand is equal to the capacity of the

generator set (1035 kW) .

6. Electricity is purchased (for conventional production) at the Ćat rate (see Tab 2).

7. Minimum temperature difference of 10◇C for water/water heat exchangers and 20◇C

for heat exchanger E02.

8. Pinch point HRSG: 20◇C, approach point: 5◇C.

9. Water circulating pressure: 150 kPa, pressure drop across piping and devices is neg-

lected.

10. COP of C01: 0.80, COP of C02: 1.51, and COP of C03: 3.6.

11. Unitary costs of equipment considered are presented in Table 4. Each value was

corrected to the year 2019 through a plant cost index (CEP, 2019).

Table 4 Ű Equipment unitary costs for CCHP layout of Fig. 10, installation included.

Tag UKe, $/kW Reference Comments

G01 2366 (DOE, 2016) Includes E01, E02, and installation.

B01 70 (CAIN, 2013)

B02 96 (PEERLESS, 2018) Installation factor: 1.53 (GARRET,
1989)

B03 54 (HEVAC, 2019)

C01 564 (DOE, 2017)

C02 853 (DOE, 2017)

C03 512 (FPL, 2012)

Firstly, the maximum amount of each utility produced by CCHP, operating G01 at

nominal conditions, is determined by altering the Ćow ratios of some valves in the layout,

as described previously. Table 5 presents the supply conditions for each utility, the ratios

altered, and their maximum production by CCHP.

These results show that the lower the temperature level, the greater the heat recove-

red and transformed in energy utilities, consequently reporting better performance, here

expressed using the metric PER. However, since metrics used commonly in the CCHP

design are based on the Ąrst law of thermodynamics, they do not necessarily express
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Table 5 Ű Maximum supply of thermal utilities by CCHP layout.

Utility Conditions F. Ratios Max., kW PER

Steam 800 kPa,

saturated

X04 = 0

X09 = 0

640.9 50.4%

Hot water supply: 60◇C X03 = 0

X04 = 1

X16 = 0

1673 81.5%

Cold water,

C01 only

supply: 7◇C

return: 12◇C

X04 = 1

X16 = 1

X18 = 0

1201 67.1%

Cold water,

C02 only

supply: 7◇C

return: 12◇C

X04 = 0

X09 = 1

922.7 58.7%

the quality of the energy utilities as it would be the case of an exergy analysis, as that

presented previously by Barrera and Bazzo (2018). Note that for producing hot water at

60◇C, it is not necessary an excessive temperature in the internal water circuit (stream

38)Ůe.g. 80◇CŮallowing the complete recovery of the heat from the engine block cooling

circuit (streams 32 to 37). However, by including C01 into the layout, it is imposed that

the internal circuit temperature is at least 95◇C, since this it is required for activating the

chiller at its nominal conditions. Evidently, this temperature can not be reached in E01,

given the minimum temperature difference guaranteed in this equipment, thus an additi-

onal heat transfer is required at higher thermal level at E02, which is constrained by the

minimum temperature allowed for hot gases. Thus, for the proposed layout, the Ćow rate

of the internal water circuit at temperatures greater than 85◇C (the maximum attainable

in E01) is restrained by the heat balance of E02, and if it is lesser than the minimum

Ćow rate that guarantee the minimum temperature difference of E01, it is necessary to

dissipate heat trough A01. For this reason, for the maximum production of cold water,

using only C01, X18 is set to 0, letting the model to calculate the value of X03.

Now, limiting the utilitiesŠ production to these maximum values, it is possible to

perceive the solution space of the model, i.e. the set of possible outputs obtainable by

the model, through Figs. 11a (C01 only) and 11b (C02 only). Here, each line corresponds

to the amount of cold water utility produced by CCHP, varying with the production of

hot water (in MW) at a given steam production (by B01), expressed as a percentage of
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Figure 11 Ű Solution space of the simulation model of the proposed layout, limited at

maximum production of utilities by CCHP.

the maximum. For a given solution P, the distance to the vertical line of maximum hot

water is the production required to be supplied by the auxiliary hot water boiler B03.

Analogously, the vertical distance to the maximum cold water line is the production to

be supplied by the auxiliary chiller C03. Steam production of auxiliary steam boiler B02

is proportional to the distance of the line crossing P to the origin.

The lower part of Fig. 11 exhibits the PBP for each line depicted in the upper part,

e.g. the point P in Fig. 11c corresponds to the production values depicted in Fig. 11a.

If, for example, only projects reporting a PBP lesser than 3.6 years (indicated by circles)

would be considered feasible, it follows that the production of cold water by CCHP should

be limited to 465 kW (39% of maximum), in the case of using C01, and to 315 kW (26%

of maximum) for the case of using C02. Another way to understand Fig. 11 is that, for
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a given pair of cold and hot water production (e.g. 240 kW and 560 kW, respectively),

it corresponds a steam supply, limited to 50% of maximum, and a payback of 3.6 years.

Moreover, for the conditions given in the example, results of the simulation model favor

the conventional production of steam and cold water together with the production of hot

water by CCHP.

These results illustrate the usefulness of the simulation model for obtaining helpful

information for the decision-making involved in the CCHP implementation. However, any

structural change, for example the inclusion of a new device or conĄguration requires

the elaboration of a new model and assessment of new scenarios. Moreover, this example

assumes constant demands and no modulation of the Ćow ratios presented in Fig. 10,

which does not represent any actual situation and omits a great number of operation

strategies that could be assessed. Thus, despite the apparent usefulness of this approach,

it is evident the convenience of more robust models that, among others, are capable of:

1. Assessing the performance of supply systems considering Ćuctuations on utilitiesŠ

demands and prices.

2. Consider multiple CCHP technologies and conĄgurations simultaneously.

3. Dealing with different operation strategies and apportioning of utilities produced by

CCHP.

4. Include the heat transfer constraints imposed by the temperature levels of the streams

of the plant.

The Ąrst issue is approached in the Chapter 3, where the modeling of the utilitiesŠ

demand proĄles is presented and some building applications are introduced. On the other

hand, considering the other issues, this thesis adopts the linear programming modeling

approach, which have been profusely used for the synthesis of CCHP systems (RONG;

SU, 2017). Particularly, the inclusion of binary variables into these models, proper to

the mixed-integer linear programming (MILP), eases the selection of the most convenient

CCHP technologies from a given set of candidates. The development of this model is

described in the Chapter 4.
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Chapter 3

MODELING OF UTILITIES LOAD PROFILES

Data on the utilitiesŠ load proĄles are key to the design of any supply plant based on

CCHP; in fact, the modeling of the energy use in buildings constitutes by itself a whole

research area. In this chapter, data from two different modeling approaches are presented

and the methodology for processing them is described. Firstly, as an illustration of the

data-driven modeling approach, hourly electricity demand obtained from the local utility,

together with the operation conditions of the supply system of an existing hospital, are

used to infer its demand proĄles. As in many other cases, since there are not separate

measurements of the electricity used by the current electric chillers nor air conditioning

devices, the application of a suitable methodology for distinguishing their electric demand

from the total was necessary. In this way, the Princeton scorekeeping method (FELS,

1984) is adopted, given its widespread use and reliability. MoreoverŮin this workŮthe

foundation of the method is applied to timescales smaller than a day for assessing its

performance and the consistency of the obtained proĄles; as far as it is known, no previous

works have extended the use of this method for estimating hour-of-the-day loads.

On the other hand, for illustration of the forward modeling approach, proĄles of

some reference commercial buildings across United States (EERE, 2018) were processed

for further analysis. These proĄles are result of external Energy-Plus models (Building

Technologies Office, 2019) using typical climatic data for each location and can be found

in OPENEI (2018). The intention of processing these hourly-proĄles is to set the cases

for the synthesis model described in following chapter.

3.1 DATA-DRIVEN MODELING

Also known as inverse modeling, it is based on actual measurements of the on-site

energy use and is commonly applied in projects aiming to the retroĄtting or revamping of

the supply facilities of existing buildings. Its primary objective is to determine a mathe-

matical description of the building (the system) and to estimate its energy-use parameters

(ASHRAE, 2013). Particularly in this work, that objective is restricted to the characteriza-
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tion of the utilitiesŠ demand proĄles of an existing hospital located at Florianópolis, Brazil.

It is supposed that its supply system would be replaced by a new one, but addressing its

current energy requirements.

The hospital supply facility corresponds to a conventional system (see Ch. 2) formed

by a pair of boilersŮone electric and another fueled by dieselŮand three electric chillers

for centralized air-conditioning, which are complemented by about 290 conventional air

conditioners located among the hospital rooms. Hot water is also supplied by using part

of the steam produced by the boilers in a coiled tank. The electric boiler is used only when

the diesel-fueled is out of service and during some non-business days with low consumption

of heat utilities. Table 6 summarizes the general operation conditions and features of these

devices.

Figure 12 Ű Scheme of the current hospital supply facilities.

On the other hand, Fig. 12 depicts the current supply facility with indication of
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Table 6 Ű Features of the current supply system of the hospital.

Device Features Operation

Saturated steam

Boiler 1 Fuel: diesel

Capacity: 2000 kg/h

Pressure: 8 barg

Efficiency: 0.87*

10 hours per day.

Three operation states: low-Ąre, high-

Ąre, and off.

Boiler 2 Fuel: electricity

Capacity: 1000 kg/h

Used for backup and during some non-

business days

Hot water

Coiled tank Capacity: 300 l

Supply temp.: 60◇C

Supply Ćow rate: 11.2 m3/ℎ

Temperature is set down to 45◇C du-

ring hot days.

Temperature is maintained overnight

through electric resistances.

Cold water

Chillers COP(nom.): 3.22

Capacity : 2 x 80 TR

1 x 150 TR

An average COP (chillers + air condi-

tioners) is estimated in 3.6, given that

the increase on the electricity demand

between the coldest and the hottest

day of the year corresponds to about

1 kW per TR installed.

Air

Conditioners

COP: multiple

Quantity: about 290

Total capacity: 400 TR
* Parameter calculated, see Sec. 3.1.3

the measured parameters: (i) hourly electric demand, (ii) hourly diesel makeup, and

(iii) hourly hot water makeup. It is important to mention that this facilityŮas many

othersŮdoes not have a supervisory system capable of recording these and other ope-

rational parameters, thus the choice of these measurement points was restricted to the

available instrumentation. The following sections describe the procedure for obtaining

each demand proĄle.

3.1.1 Electric Base Load and Cold Water Demand Profile

Data of hourly electricity demand of the hospital from August 2016 through August

2018 were supplied by the local utility. However, these records correspond to the total
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demand of the hospital without any indication of its use. Consequently, records of the

electricity used for air conditioning devices are not distinguished from other uses, which

cause difficulties for the determination of the cooling demand proĄle and, for this rea-

son, the distinction of this demand from that of non-air-conditioning devices becomes

necessary. The simplest way is assuming that the demand of electricity during the coldest

periods does not include air conditioning devices and that it remains constant along the

entire proĄle (the baseline); although these premises are adopted by some authors (e.g.

Reichmuth (2008)), it is specially sensitive to electricity outages and demonstrates a great

uncertainty for values close to that baseline. On the other hand, the methodology adopted

in this work, namely the Princeton scorekeeping method (FELS, 1984), is based on the

strong correlation that can be evinced between the mean dry bulb temperature and the

electric consumption of a building, as well as on the existence of certain base temperature

á in whose proximity the operation of air conditioning devices starts to drive the incre-

ase of total electric consumption. Its application can be visualized in Fig. 13, where á is

located at the inĆection point of the plot of daily electricity consumption (𝐸𝐶d) vs the

mean dry bulb temperature (𝑇d)Ůthis graph is referred as the energy signature of the

building and is considered a feature of its energy use management (DAY, 2006). Ambient

temperature records were taken from a meteorological station located in the proximity of

the hospital (UFSC, 2019).
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Figure 13 Ű Energy signature of the hospital: (a) Data records, (b) Distinction between

business and non-business days.
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The energy signature of the hospital, depicted in Fig. 13a, demonstrates a strong

correlation between 𝑇d and its electricity consumption for values greater than about 20◇C.

Moreover, two sets are clearly identiĄed, one with higher electric consumption Ůformed

mostly by data of business days, and another formed mostly by data of non-business

days; most of the outliers above the higher signature correspond to the operation of the

electric boiler and some programmed laboratory tests during non-business days, while

outliers below the lower signature correspond to electric outages. Figure 13b illustrates

the determination of á for both signatures with the aid of a piecewise regression; resulting

values are very close (19.0 and 19.3◇C, respectively). Once values of á are determined, the

number of cooling degree-days of each day (CDDd) is calculated using Eqn. 3.1, although

when hourly values of dry bulb temperatures (𝑇h) were not available, CDDd can be simply

approximated to the difference 𝑇d ⊗ á as long as 𝑇d is greater than á , otherwise it is equal

to zero.

𝐶𝐷𝐷d(á) =

24√︁

h=1

(𝑇h ⊗ á)

24
∀ 𝑇h ♣ 𝑇h > á (3.1)

The values of CDDd can be added along periods as weeks, months or seasons, giving

the total amount of CDD of that period; however, for avoiding discrepancies when com-

paring results for periods of different length, it is preferred to express the total CDD as

the product of the number of days forming that period (ND) and the average CDD per

day (𝑐𝑑𝑑), as formulated in Eqn. 3.2.

𝐶𝐷𝐷 =
ND∑︁

d=1

𝐶𝐷𝐷d(á) = 𝑐𝑑𝑑(á) ≤ 𝑁𝐷 (3.2)

The suitability of this methodology relies on the Ąt of captured data to a linear model

of the form 𝐸𝐶d = Ð + Ñ ≤ 𝑐𝑑𝑑; in this way, Ð corresponds to the average daily electric

base consumption and Ñ to the consumption increment per each additional degree of

temperature above á . Fig. 14 illustrates the Ątting of the hospital data, showing a good Ąt

for both datasets, given that they report an 𝑅2 = 0.88 for business days and an 𝑅2 = 0.83

for non-business days, with p-values equal to zero for both regressions. Thus, daily base

electric consumption are estimated in 12.74 MWh for business days and 10.05 MWh for

non-business days. According to the building engineering lingo, this characteristic plot is

known as the performance line of a building and correlation coefficients of 0.75 or above

are considered satisfactory (BIZEE, 2019).
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Hourly records are grouped in such a way that values of á are obtained for the

intervals delimited by each timescale e.g. for data sampling every three hours, the value

of á for each interval (00:00 to 03:00, 3:00 to 06:00, etc.) is obtained by plotting electric

consumption data during that interval (one point per day) against its corresponding mean

dry bulb temperature, 𝑇i. Fig. 15 illustrates the procedure for determining values of á for

selected timescales only on business daysŠ data.
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Figure 15 Ű Selected energy signatures of the hospital using different timescales: (a) 12

hours, (b) three hours, and (c) one hour.

This procedure reveals that values of á vary up to about ∘ 2◇C around the daily va-

lue, and that gap does not chance markedly between three-hours and one-hour timescales.

Evidently, doing the piecewise regression on weekly or monthly data does not give any

reasonable result; for these cases and in absence of further information, the estimation

of á is commonly done by trial and error, looking for a value that reports a good Ąt in

the building performance line (DAY, 2006). Particularly, the value of á for the hospital

was set at 19◇C for daily, weekly, and monthly timescales based on the previous results;

Fig. 16 presents the values of á for the hospital using the proposed timescales.

Values of á exhibit certain pattern, showing for example that air conditioning devices

areŮon averageŮswitched-on at higher temperatures during daylight than overnight; one

plausible conjecture is that such a pattern is caused by the building thermal inertia,

considering the foundations exposed by Verbeke and Audenaert (2018). However, data

shown on Fig. 16 is just indicative and the explanation of any trend should consider
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Figure 16 Ű Base temperatures for different timescales: (a) Business days, (b)Non-business

days.

multiple aspects as occupancy, temperature set points, solar radiation gains, wind, etc.,

which are out of the scope of this work.

Adapting the same procedure used for CDD calculation, the number of cooling

degree intervals of each interval (CDIi) is deĄned as the difference 𝑇i ⊗ ái, as long it is

positive (otherwise it is equal to zero); 𝑇i refers to the mean dry bulb temperature of the

interval 𝑖 and ái to the corresponding base temperature. In addition, the total CDI of a

period is expressed in the Eqn. 3.3 as:

𝐶𝐷𝐼 =
NI∑︁

i=1

𝐶𝐷𝐼i(ái) = 𝑐𝑑𝑖 ≤ 𝑁𝐼 (3.3)

where NI is the number of intervals forming the period and 𝑐𝑑𝑖 the average CDI per

interval. In this way, the base consumption per interval can be estimated as the intercept

Ði of the linear regression model of the form 𝐸𝐶i = Ði + Ñi ≤ 𝑐𝑑𝑖, where 𝐸𝐶i is the electric

consumption per interval, and Ñi is the incremental electric consumption per additional

degree of temperature above á . Figure 17 illustrates the application of the method for

selected timescales (a) one hour (from 9h to 10h), (b) three hours (from 9h to 12h) and

(c) weekly.

On the other hand, Tab. 7 presents electric base loads obtained for each interval

considered in each timescale; the features of the linear models1 show that the smaller the
1 data Ąt features are organized in Appendix C.
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Figure 17 Ű Selected performance lines for different timescales: a) one hour (9h-10h), b)

three hours (9h-12h), c) one week.

timescale the worse the data Ąt to the model, reporting correlation coefficients as low as

0.58. However, it is expected because data of shorter periods are likely to vary more than

the total of longer periods, since they capture the electric load variations due to shorter

random events. Results can be contrasted with some aspects of the hospital operation,

which serves for checking their consistency, e.g. the base load and the difference of its value

between business and non-business days are greater during working hours than overnight

periods, as well as the fact that there is a certain proportionality among the results, i.e.

the base load of the three-hour timescale is approximately three times the value of the

one-hour timescale, and so on. Moreover, the slopes Ñi, namely the rate of electricity

consumption per ◇C increment, are greater for working hours than for overnight periods,

which is in alignment with results presented by Day (2005) regarding the relationship

between Ñ and the performance of the cooling systems in a building.

The electric load of air-conditioning devices for each period is equal to its total

electricity consumption minus the corresponding base load (as long as it is positive, ot-

herwise it is zero). On the other hand, the average electricity demand (kW) for each load

is the ratio between the corresponding consumption and the duration the interval; the

cooling load demand is obtained by multiplying the corresponding electricity demand by

the global COP (3.6).
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Table 7 Ű Electric base loads for the periods of each timescale.

Interval αi, kWh Interval αi, kWh

1 hour Bus. Non-bus 1 hour Bus. Non-bus

1 395 ∘ 6 408 ∘ 7 21 483 ∘ 5 426 ∘ 7
2 382 ∘ 6 385 ∘ 8 22 457 ∘ 5 429 ∘ 7
3 370 ∘ 6 381 ∘ 8 23 433 ∘ 6 409 ∘ 8
4 360 ∘ 6 374 ∘ 8 24 411 ∘ 6 398 ∘ 8
5 364 ∘ 6 372 ∘ 9 3 hours

6 378 ∘ 8 381 ∘ 11 1 1147 ∘ 17 1174 ∘ 23
7 470 ∘ 11 411 ∘ 11 2 1102 ∘ 18 1125 ∘ 26
8 585 ∘ 9 452 ∘ 10 3 1706 ∘ 23 1330 ∘ 27
9 647 ∘ 9 439 ∘ 10 4 2019 ∘ 33 1318 ∘ 30
10 672 ∘ 11 453 ∘ 10 5 1927 ∘ 38 1284 ∘ 37
11 676 ∘ 12 418 ∘ 12 6 1900 ∘ 33 1275 ∘ 34
12 665 ∘ 12 415 ∘ 11 7 1564 ∘ 22 1272 ∘ 21
13 644 ∘ 13 419 ∘ 12 8 1306 ∘ 16 1234 ∘ 23
14 624 ∘ 14 423 ∘ 13 12 hours

15 665 ∘ 14 433 ∘ 13 1 6019 ∘ 109 4968 ∘ 110
16 678 ∘ 13 447 ∘ 13 2 6695 ∘ 61 5162 ∘ 92
17 632 ∘ 11 412 ∘ 13 Day 12741 ∘ 134 10052 ∘ 163
18 590 ∘ 8 415 ∘ 8
19 506 ∘ 11 424 ∘ 9 Week 85477 ∘ 2026
20 505 ∘ 7 425 ∘ 7 Month 368734 ∘ 19869

Figure 18 shows the cooling demand and electricity base load proĄles (one-year)

obtained for the hospital building, using the greatest timescales, namely daily, weekly

and monthly data.
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Figure 18 Ű One-year demand proĄles for the hospital case using the greatest timescales:

(a) Cooling load proĄle, (b) Base load proĄle.
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and 60◇C (colder days). Makeup conditions are considered constant (150 kPa and 25◇C),

as well as the pressure drop across the distribution system (100 kPa), while the hot water

temperature drop varies between 3◇C (hotter days) and 5◇C (colder days). Measurements

of the makeup volume Ćow were taken every half hour during several days in each season,

Fig. 20 shows the hot water demands obtained from collected data, grouped by the hour

of the day at which points were taken. Note that there is not any classiĄcation on these

data yet, it will be done later to obtain typical daily proĄles.
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Figure 20 Ű Hot water demand calculated using collected data.

3.1.3 Steam Production Profile

The characterization of the steam demand of the hospital is based only on the ope-

ration of the diesel-fueled boiler, given the low utilization of the electric one. SpeciĄcally,

measurements of the diesel makeup rate are used to calculate the hourly steam production

assuming a characteristic thermal efficiency (constant). The determination of this value

is done adopting the indirect method exposed by Bazzo (1995), whose key inputs are

the elemental composition of the fuel, the temperature of the exhaust gases stream, and

the molar percentage of oxygen in it. The hospital diesel stock is formed, on average, by

84.6% of carbon and 15.4% of hydrogen; fractions of other elements are negligible. Mea-

surements of the exhaust gases temperature and the molar fraction of oxygen were taken

simultaneously at various intervals during different days, in such a way that the boiler
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efficiency can determined for each sample; results are summarized in Tab. 8.

Table 8 Ű Results for the thermal efficiency of the boiler.

Range Mean Frequency, %

Ötℎ < 0.870 0.862 66.96

0.870 ⊘ Ötℎ < 0.885 0.880 0.89

0.885 ⊘ Ötℎ < 0.900 0.892 25.89

0.900 ⊘ Ötℎ 0.911 6.25

Computation of data obtained results in a weighted thermal efficiency of 87.3%

(∘1.1%); in this way, the instantaneous steam utility production (in kW) is estimated as

the product of this value and the energy input rate of the boiler. The diesel used in the

hospital has a lower heating value (LHV) of 42287 kJ/kg, and an average speciĄc gravity

of 0.848, values previously measured and reported by Nieto et al. (2015). Figure 21 shows

the steam production (in kW) obtained from the diesel makeup rate measurements.
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Figure 21 Ű Steam production calculated using collected data.

Analogously to the Fig. 20, there is not any classiĄcation on these data, and they

correspond to the production of the utility. The steam demand is obtained once the hot

water demand is discounted from them (hour-by-hour).
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weather parameters included into the model.

Table 9 Ű Peak, annual consumption and duration time of utilities for various applications.

Application—City

/ utility

Peak demand

kW

Consumption

MWh

Duration

h

Hospital—Florianópolis*

Electricity 678 4071 8760
Steam 580 1660 3650
Hot water 224 950 8760
Cold water 3227 3668 7216

Office Building—Los Angeles

Electricity 985 4036 8760
Hot water 355 88 8760
Cold water 2179 7528 4771

Secondary School—Baltimore

Electricity 472 1878 8760
Hot water 2755 1307 8760
Cold water 4461 7538 4326

Hotel—Chicago

Electricity 246 1254 8760
Hot water 1050 2120 8760
Cold water 875 4458 8738

* Data-driven model, see Sec. 3.1

In order to outline the demand proĄles of diverse applications, two features are

depicted in Fig. 22 for a given demand d: (i) the duration 𝑡d, expressed as % of time,

which corresponds to the amount of periods reporting a demand greater than or equal to

d and (ii) the utility consumption required at values lesser than or equal to d, expressed as

% of total consumption (hatched area). Table 10 presents these features at three demands

for three different building applications. Observe that values of d for hot water are lower

than the others, given that most of the hot water consumption is required at demands

much lesser than its peak.

3.3 TYPICAL DAYS PROFILES

Conventionally, the design of utilitiesŠ supply systems, including those implementing

CCHP, is conducted assuming that the building future energy demandsŮwithout accoun-

ting for eventual changesŮwill be of similar magnitude and behavior of recent records.

Consequently, a utility demand proĄle is commonly modeled as representative time pro-

Ąles formed by a set of typical days (day types), whose sub-proĄles are repeated several
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Table 10 Ű Features of utilitiesŠ demand proĄles for three building applications

Application Sec. school Hotel Hospital Office Bld.

Utility %Peak td %area td %area td %area td %area

Electricity 25% 44 49 100 43 100 35 58 49
50% 38 72 73 79 99 69 38 73
75% 23 91 21 95 34 91 29 89

Hot Water 10% 16 41 89 42 100 20 5.5 77
20% 11 65 45 70 100 41 2.2 89
30% 6.7 81 26 85 87 60 1.1 95

Cold Water 25% 53 43 88 41 19 82 91 33
50% 39 73 58 72 4.1 98 82 63
75% 23 94 39 93 0.1 100 64 89

times a year (e.g. approach used by Kavvadias and Maroulis (2010)), or even through

typical duration curves, as the approach used by Martínez-Lera and Ballester (2010). Par-

ticularly, one key advantage of the typical days approach is that it reduces the number

of iterationsŮthus the run timeŮof optimization algorithms involving time cumulative

quantities (e.g. annual operation cost, annual CO2 emissions, annual fuel savings, etc.) gi-

ven that results of a typical day are replied the number of times it repeats along the year.

However, these sub-proĄles should be deĄned thoroughly, since a poor choose may con-

duct to misleading results. The most common criteria for categorizing the typical days are

the weather season and the schedule of the building (e.g. business or non-business days),

and, as mentioned by Frost et al. (2017), there are two distinct methods of constructing

their proĄles: by aggregating data (averages) or by choosing (sometimes randomly) a daily

sub-proĄle belonging to each category. More recently, the incorporation of classiĄcation al-

gorithms, like the k-means method included into the Scikit-learn package (PEDREGOSA

et al., 2011), has enabled a better classiĄcation since the data is grouped (clustered) based

on their ŠsimilarityŠ. As explained by Kotzur et al. (2018a), k-means algorithm creates the

clusters in order to minimize the squared error between the empirical mean of a cluster

and all data (candidates) in it. For instance, if the algorithm had been applied on the

data of the electricity base load of the hospital (see Sec. 3.1) for classifying them in two

groups, it had labeled each data as belonging to cluster 0 or to cluster 1, which correspond

respectively to business and non-business days.

In this work, the construction of the typical days proĄles is performed by aggre-

gating data, clustered according to the daily mean temperature and the electricity base
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load, justiĄed as follows. Keeping the same hypothesis inherent to the Princeton score-

keeping method, i.e. that the energy destined to air conditioning is strongly correlated to

the prevailing ambient temperature, the daily mean temperature serves as criterion for

separating the days according to their cooling (or heating) load demand. Clearly, values

of daily mean temperatures can not be clustered adequately, since they vary more or less

homogeneously between the historical minimum and maximum. Thus, this parameter is

used simply for dividing the whole time series into three levels: cold, warm, and hot tem-

peratures with the same number of data points (i.e. tertiles). This is convenient given

that these tertiles can be obtained with good reliability from historical records (even from

typical meteorological information), which are usually available. Additionally, the fact

that the obtained groups are not necessarily ordered chronologically brought a practical

advantage, since measurements taken in the hospital facilities during ŠtransitionŠ seasons

with highly variable conditions contributed information to the three groups. The same

premise was applied to the datasets of the building models presented in the previous

section. Table 11 presents the daily mean temperatures that divide each dataset in three

parts with the same size.

Table 11 Ű Ambient temperature tertiles and number of base-load levels for classiĄcation.

Building Tertile 1 Tertile 2 Base Load Levels

Hospital 20.5◇C 23.4◇C hot: 2, warm: 2, cold: 2
Office Building 15.4◇C 18.3◇C hot: 3, warm: 3, cold: 3
Secondary School 7.0◇C 19.2◇C hot: 2, warm: 2, cold: 3
Large Hotel* 3.5◇C 17.0◇C hot: 1, warm: 1, cold: 1
*Base load is practically constant.

On the other hand, the electricity base load is commonly inĆuenced by the level of

activity in the building, most of the time associated directly with its occupancy. In the

case of the hospital, two different operation regimes were already identiĄed through the

signature of the building (see Fig. 13). For the other buildings, without any indication of

the premises used for simulating their occupancy, it was necessary to establish the proper

number of clusters in each case. It was done applying the k-means algorithm several

times, varying the number of clusters, and computing the within-cluster sum of squares

(WSS) in each run. The inĆection point (if any) on the plot of the WSS vs the number of

clusters indicates the most adequate number of clusters for making the classiĄcation. This

method is known as the ŠelbowŠ method that, in spite of being the simplest, was adequate
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for analyzed cases; details about this and other methods of estimating the number of

clusters can be consulted in (TIBSHIRANI; WALTHER; HASTIE, 2001). Last column of

Tab. 11 presents the number of clusters found in each case.

In any case, it is necessary to differentiate the tariff periods, hence each day was

labeled as a business day (B), or as a non-business day (NB). The number of day types

in each case is determined by the number of label combinations applied according to the

chosen parameters; in this way, Tab. 12 summarizes the classiĄcation for aggregating data

on each building.

Table 12 Ű Typical days classiĄcation for aggregating data.

Day

type

Temp.

Level

Base L.

Level

B/NB N◇of

Days

Day

type

Temp.

Level

Base L.

Level

B/NB N◇of

Days

Hospital Secondary School

1 cold L1 NB 65 1 cold L1 B 21
2 cold L2 B 164 2 cold L1 NB 16
3 warm L1 NB 67 3 cold L2 B 68
4 warm L2 B 161 4 cold L2 NB 16
5 hot L1 NB 78 5 warm L1 B 21
6 hot L2 B 158 6 warm L1 NB 18

7 warm L2 B 63
8 warm L2 NB 18

Office Building 9 hot L1 B 20
1 cold L1 B 22 10 hot L1 NB 18
2 cold L2 NB 15 11 hot L2 B 34
3 cold L3 B 66 12 hot L2 NB 9
4 cold L3 NB 18 13 hot L3 B 34
5 warm L1 B 21 14 hot L3 NB 9

6 warm L2 NB 18 Large Hotel

7 warm L3 B 66 1 cold L1 B 85
8 warm L3 NB 15 2 cold L1 NB 36
9 hot L1 B 19 3 warm L1 B 84
10 hot L2 NB 18 4 warm L1 NB 36
11 hot L3 B 68 5 hot L1 B 92
12 hot L3 NB 19 6 hot L1 NB 32

Particularly for the hospital, the hot water daily proĄles show notorious differences

among the temperatures levels, but not among business and non-business days. Conversely,

once the hot water demand is subtracted from the steam production, the daily steam

demand proĄle is reasonably homogeneous, independently of the temperature level and

the electricity base load. Figure 23 presents the the steam and the hot water proĄles

obtained for the hospital.
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Figure 23 Ű Daily proĄles for the hospital: (a) steam, (b) hot water.

The behavior of these curves was contrasted with the normal routine of the hospital,

showing a great agreement. For example, peaks (at 9th and 16th hours) on the steam

demand proĄle, which is driven mainly by the laundry, correspond to the washing (during

the morning) and to the drying (during the afternoon), respectively. On the other hand,

hot water demand is greatly inĆuenced by the in-patients and the kitchen activity. In this

way, the Ąrst ramp in the morning corresponds to the morning showers and breakfast

cooking, the peaks shortly before and shortly after noon correspond respectively to the

lunch cooking and dishwashing, and the last peak, closing the day, corresponds to showers

and dinner cooking. Information regarding the estimation of the uncertainty on these

proĄles is presented in the appendix C.

Table 13 presents the typical proĄles of the hospital, which will be input of the

synthesis procedure described later in Ch. 4. Additionally, there is a column reporting the

peak demands or each utility. The inclusion of this typical day into the proĄle is important

because, as already noted by Li, Shi and Huang (2008), it avoids the underestimation in

the size of the equipment caused by the effect of averaging the data. Although the typical

proĄles of the remaining buildings are not presented explicitly, they also were processed

to be input in the synthesis of their utilitiesŠ supply plants.
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Table 13 Ű Typical days proĄles for the hospital building

Hour Steam Hot Water Cold Water

all types peak cold warm hot peak 1 2 3 4 5 6 peak

1 Ű Ű 114∘ 5 81∘ 8 56∘ 9 119 45∘ 17 74∘ 13 179∘ 33 253∘ 23 426∘ 36 500∘ 29 529
2 Ű Ű 108∘ 4 81∘ 10 58∘ 6 112 61∘ 19 64∘ 13 205∘ 33 241∘ 22 462∘ 36 494∘ 26 520
3 Ű Ű 109∘ 4 83∘ 10 58∘ 6 114 53∘ 18 66∘ 12 188∘ 32 254∘ 22 443∘ 36 508∘ 26 534
4 Ű Ű 108∘ 4 79∘ 13 58∘ 4 112 57∘ 20 74∘ 12 203∘ 32 267∘ 21 454∘ 33 523∘ 26 548
5 Ű Ű 106∘ 4 81∘ 11 59∘ 5 111 56∘ 18 54∘ 11 214∘ 34 264∘ 23 470∘ 34 530∘ 26 556
6 Ű Ű 113∘ 4 83∘ 7 59∘ 6 118 59∘ 22 59∘ 15 254∘ 43 361∘ 37 498∘ 36 682∘ 36 718
7 Ű Ű 131∘ 6 103∘ 9 69∘ 6 137 102∘ 41 68∘ 22 266∘ 44 449∘ 58 515∘ 46 950∘ 80 1030
8 527∘ 53 572 159∘ 9 115∘ 8 68∘ 6 168 158∘ 95 86∘ 23 177∘ 36 541∘ 54 465∘ 41 1162∘ 61 1223
9 457∘ 37 490 196∘ 8 138∘ 13 82∘ 5 204 143∘ 57 84∘ 29 272∘ 40 575∘ 50 603∘ 47 1322∘ 58 1381
10 427∘ 31 455 225∘ 10 149∘ 10 97∘ 8 235 112∘ 71 96∘ 31 231∘ 39 590∘ 52 594∘ 46 1388∘ 65 1454
11 395∘ 25 418 166∘ 8 124∘ 10 77∘ 5 174 164∘ 48 97∘ 23 320∘ 38 610∘ 56 729∘ 50 1446∘ 69 1515
12 376∘ 34 406 167∘ 9 110∘ 7 74∘ 4 176 100∘ 24 69∘ 17 337∘ 44 598∘ 53 765∘ 51 1470∘ 67 1537
13 392∘ 36 424 218∘ 10 144∘ 12 88∘ 5 227 85∘ 23 89∘ 18 316∘ 49 632∘ 53 797∘ 74 1528∘ 65 1593
14 403∘ 27 428 166∘ 8 130∘ 17 75∘ 9 174 86∘ 58 126∘ 29 324∘ 54 781∘ 55 834∘ 78 1713∘ 59 1771
15 426∘ 33 455 152∘ 8 110∘ 11 68∘ 5 161 80∘ 21 119∘ 32 360∘ 64 758∘ 52 870∘ 79 1631∘ 58 1689
16 415∘ 28 440 170∘ 10 120∘ 13 73∘ 5 179 105∘ 60 99∘ 30 298∘ 63 637∘ 53 798∘ 89 1422∘ 64 1486
17 374∘ 28 398 143∘ 7 107∘ 14 68∘ 7 150 167∘ 92 86∘ 29 329∘ 46 567∘ 48 811∘ 72 1286∘ 66 1352
18 343∘ 46 376 150∘ 8 109∘ 5 65∘ 4 158 85∘ 48 81∘ 29 269∘ 44 441∘ 41 699∘ 50 1056∘ 62 1118
19 Ű Ű 195∘ 11 137∘ 10 85∘ 5 206 57∘ 17 50∘ 12 238∘ 38 276∘ 33 587∘ 46 706∘ 53 759
20 Ű Ű 136∘ 6 104∘ 15 69∘ 6 142 74∘ 18 63∘ 13 263∘ 32 282∘ 27 579∘ 35 566∘ 36 614
21 Ű Ű 131∘ 7 95∘ 9 65∘ 7 138 78∘ 19 60∘ 13 266∘ 32 266∘ 24 574∘ 32 566∘ 28 606
22 Ű Ű 141∘ 6 99∘ 8 68∘ 6 147 66∘ 16 63∘ 12 232∘ 30 268∘ 23 532∘ 31 556∘ 25 581
23 Ű Ű 134∘ 5 100∘ 10 68∘ 6 139 78∘ 18 63∘ 12 250∘ 29 275∘ 22 544∘ 33 559∘ 25 584
24 Ű Ű 118∘ 5 89∘ 9 57∘ 9 124 74∘ 16 68∘ 12 235∘ 27 281∘ 21 527∘ 33 560∘ 25 585
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3.4 CLOSING REMARKS

In this chapter, the utilitiesŠ demand proĄles of four different building applications

were prepared for performing the synthesis of the corresponding utilitiesŠ supply plants.

These applications were chosen intentionally for reĆecting different demand patterns and

scales. Initially, the data processing using six different timescales will enable a sensitivity

analysis oriented to check the detail level required for specifying the technologies forming

the supply facilities and verify if the inclusion of TES into the system diminish that requi-

rement. Although already was evidenced that the averaging inherent to larger timescales

alters the synthesis results for residential sector Hawkes and Leach (2005), as far as it is

known, the effect of TES systems have not been analyzed yet.

Another aspect explored in this chapter was the adaptation of a procedure normally

applied using daily data to be applied with smaller timescales. Although Day (2006) warns

about estimates made for periods smaller than a day due to their higher unpredictability,

their processing reveals important patterns, otherwise ignored when greater timescales

are used. Evidently, there is a compromise between the timescale used in the proĄles and

the quality of the synthesis results, since beforehand, it is presupposed that the smaller

the timescale, the more rigorous the model, but also greater the uncertainty present, thus

lesser the change of design parameters be reproduced.

The information collected is enough for elaborating hourly proĄles during at least

one year; however, in order to enable a greater complexity of the synthesis model, and

avoid excessive execution time, proĄles were modeled as a set of typical daily proĄles,

whose aggregation was based on logical premises to avoid loosing details. Particularly, the

approach proposed, based on the separation of the time series in daily mean tempera-

ture tertilesŮalthough simpleŮhave shown an advantage that can be exploited in actual

CCHP projects, since measurements taken during highly variable seasons (few months)

can be useful for characterizing all the year round.

Finally, incorporation of the uncertainty on proĄles allows the development of ro-

bust synthesis and operation models, e.g. Li et al. (2010), Carpaneto et al. (2011), that

consider energy demands and the performance of CCHP devices as continuous random

variables with a probability density function characterized from available data (MAVRO-

MATIDIS; OREHOUNIG; CARMELIET, 2018a). There are indications that, in spite
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of possible divergences concerning annual operation cost obtained without considering

uncertainties, these divergences are caused mainly by deviation on tariffs and operation

schedules (YANG; ZHANG; XIAO, 2017) and that the optimal selection of the system

components are less sensitive and shows a good agreement (MAVROMATIDIS; ORE-

HOUNIG; CARMELIET, 2018c).
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Chapter 4

THE CCHP SYNTHESIS

As previously introduced in Ch. 2, the CCHP design can be conceived as formed by

three interrelated tasks, namely the synthesis, the sizing and the deĄnition of operation

strategy, which can be approached sequentially or simultaneously, according to the met-

hodology adopted. So far, the simulation-based design, in which the selection of CCHP

devices is performed a priori, has proven to be a useful method for analyzing a small set

of alternatives, but insufficient when the multiple choices and parameters involved in the

CCHP design open a considerable number of options. In order to overcome this limita-

tion, the synthesis of utilitiesŠ supply systemsŮimplementing CCHP or notŮis carried

out adopting one of the approaches most used in this area. It consists in the formulation

of an MILP optimization model, whose objective is to minimize the annual costs of the

plant, subject to a series of constrains related to:

A. The costs balance and application of current tariffs.

B. The capacity and operation of devices forming the system.

C. The storage of utilities.

D. The supply and demand of utilities.

E. FulĄllment of current regulations.

F. Incorporation of synthesis, sizing and operational criteria.

Particularly, one important aspect that is not common to all the models based on

this approachŮand already evidenced in the example presented in Ch. 2Ůis the inclusion

of constraints related to the feasible heat transfers between heat-supplying and heat-

demanding streams. For this reason, the present work adapts the thermal integration

model developed by Ramos (2012), which was used for determining the production of

intermediate utilitiesŠ by engine-based generator sets. SpeciĄcally, it was extended to

small turbine-based and microturbine-based generator sets, and reformulated in order to

introduce exhaust-gases-driven chillers into the synthesis model.
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In general, the synthesis model can be described as a set of candidate technologies,

modeled as transformation processes1, interlinked in a reducible superstructure that con-

tains all the admissible combinations capable of producing the required utilities. Each

technology is characterized through one or more technical factors that correspond to the

energy supply (or demand) destined (or required) to produce a utility, expressed per unit

of main technology output2. As it will be explained, this model returns, among other

features, the subset of technologies included into the optimal structure, as well as their

required (total) capacity.

The superstructure conceived in this work includes, instead of various generator

sets, cogeneration modules based on them, supplyingŮin addition to electricityŮthermal

energy for the production of up to three of the following thermal utilities: (i) hot gases

(HG), (ii) saturated steam (ST), (iii) hot water (HW) at 95◇C, and (iv) warm water (WW)

at 60◇C. Utilities produced can be used directly (e.g. ST for laundry) or transformed (e.g.

ST activating absorption chillers). The set of technical factors for each module corre-

sponds to the maximum energy supply destined to one of the Ąrst three above-mentioned

utilitiesŮper kW of electricity supplied. Production of WW occurs as long as there is

still available heat, given that it has the lowest temperature level. The following section

describes the procedure used for calculation of these factors.

4.1 CHARACTERIZATION OF COGENERATION MODULES

It is clear that the CCHP performance is limited by the amount of heat recoverable

from the prime movers, but also by the energy demand capable of use it. In that sense, the

thesis of Ramos (2012) assessed the heat supply of large turbocharged natural gas engines

(>5 MW) and developed a method for designing CCHP systems with the maximum heat

recovery from them. It is based on the pinch analysis (LINNHOFF; BOLAND, 1982),

which is used for determining the maximum amount of recoverable heat in an exchange

network, prior to its design. In this work, that approach was adapted for covering small

turbines (≡ 1200 kW), microturbines (between 200 kW and 1000 kW), and smaller engines
1 Each process transforms one or more energy inputs into one or more energy outputs, see Ch. 2.
2 This main output (in kW) is related to the main purpose of each technology, e.g. electricity

production for generator sets or steam production for boilers, and is that commonly used for
reporting its capacity.
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(between 150 kW and 1000 kW). Additionally, it was reformulated for taking into account

the hot gases supply, eventually used in hot-gases-driven chillers3.

Firstly, the purpose of this method is to determine the maximum energy supply for

producing a chosen thermal utility, achieved through an unspeciĄc heat recovery exchange

network established among a given set of heat-supplying streams (linked to the prime mo-

ver, e.g. exhaust gases or engine cooling water), and a set of heat-demanding streams

(linked to the end uses or transformation devices, e.g. steam for laundry or hot water

for activating absorption chillers). In other words, through this method, it is possible to

calculate, for a given prime mover, the mass Ćow of heat-demanding streams maximizing

the energy transfer to the chosen utility production. Subsequent stages are required for

determining the heat exchanges forming the network, and further speciĄcation of corre-

sponding devices. Heat-demanding streams incorporated to the heat recovery exchange

network are presented in Tab. 14, together with their temperature limits. Note that these

limits are the nominal temperatures of the heat sources of chosen absorption chillers, or

correspond to the supply and return temperatures of the heat utilities used directly in

the building applications introduced in the previous chapter.

Table 14 Ű Heat-demanding streams included in heat recovery exchange network.

Stream Fluid Temperatures, ◇C Description

Lower (Tl) Upper (Tup)

C01 Water WW 25 60 Warm water for sanitary use or space
heating.

C02 Steam ST 60 170 Saturated steam for hospital laundry,
Makeup: 50%.

C03 Water HW 72 95 Hot water activating absorption chiller.
See catalog LG (2015).

C04 Steam ST 95 170 Saturated steam for absorption chiller,
Press: 8 bar. See catalog Broad (2004).

Following subsections present the heat-supplying streams of each prime mover consi-

dered, and describe the procedure for characterizing their cogeneration modules, which is

based on a linear programming (LP) model formulated for maximizing the energy supply

to a given thermal utility.
3 As mentioned previously, hot (exhaust) gases can be considered as an intermediate utility, in

this case for activating an absorption chiller producing cold water.
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since it varies according to the size of the equipment and the options given by each

manufacturer. For instance, application handbooks (CATERPILLAR, 2016; CUMMINS,

2015) present some variations as follows:

• Use of cooling towers for heat rejection. Figure 24 depicts a heat rejection through

air-cooled heat exchangers (i.e. radiators A01/A02 ).

• Two-stage cooling for compressed air, i.e. use of a low-temperature (LT) intercooler

together with a second, high-temperature (HT), intercooler5. The selected model

counts with only one cooling stage (Intercooler in Fig. 24).

• Lube oil cooling (Oil cooler in Fig. 24) attached to the compressed air cooling circuit.

In this case it is attached in the block cooling circuit.

• Independent cooling circuit for lube oil. It is quite common in large engines.

• Combined-circuit cooling, i.e. use of a unique water loop for cooling the engine block,

the compressed air and the lube oil. It is frequent in smaller engines.

• Pressurized water circuit for the block cooling system. This enables a higher wa-

ter temperature, making it suitable for applications involving heat recovery and/or

production of low-pressure steam.

In any case, the heat supply of a natural gas engine are divided among fourŮas they

were already introducedŮheat-supplying streams: (i) exhaust gases (EG), (ii) compressedŮ

hotŮair (HA), (iii) engine block water (EW), and (iv) lube oil. Information given in the

catalog of the selected engine does not report the heat supply of the last one, because it

is already included into the EW cooling circuit. In this regard, it is important to men-

tion that not all the catalogs include the same information and that it is more common

to Ąnd the conditions of the water circulating through the intercooler(s)Ůpoint B’ in

Fig. 24Ůe.g. Waukesha (2013), Guascor (2011); even sometimes the conditions (specially

the temperature) of the heat-supplying streams are not reported.

Sankey diagram of Fig. 25 illustrates the inclusion of a heat exchange (HEX) network

into the cogeneration module and the consideration of a hot-gases-driven absorption chiller

using part of the exhaust gases energy for dissipating heat from the ambient (i.e. through
5 In some catalogs, these devices are also referred as Aftercoolers.
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among utilities ST, HW, and WW is variable, given that the amount of heat required

by heat-demanding streams (𝑄̇C01, 𝑄̇C02, ...) is dictated by the utility demands, directly

or through transformation devices, rather than by the module production. Consequently,

there are several options for conforming a cogeneration module based on a given engine

(or prime mover), and a reasonable way to cover themŮtaking full advantage from the

heat supplied by the engineŮis to maximize the energy supply to the utilities produced

by the module, considering the constraints imposed in the HEX network (thus, minimi-

zing 𝑄̇LOSS). In this way, three modules are conceived: (i) ECM01 prioritizing HG, (ii)

ECM02 prioritizing ST, and (iii) ECM03 prioritizing HW. As mentioned previously, HW

and WW are also produced using the remaining heat recoverable from the heat-supplying

streams. Between these utilities, HW production is prioritized since it has a higher tempe-

rature level. Table 15 shows the features of heat-supplying streams considered in the heat

recovery exchange network for the cogeneration modules based on the selected model.

Table 15 Ű Heat-supplying streams considered for cogeneration modules based on genera-

tor set Caterpillar model G3516LE.

Tag Fluid Temps., ◇C Flow, kg/s Description

Tup* Tl* 𝑀𝐹h

H01 Exhaust gases EG 474 120 ⊘ 1.771 Hot gases coming
from engine.

H02 Exhaust gases EG 180 120 ⊘ 1.771 Hot gases coming
from absorption chiller.

H03 Hot air HA 152 59 1.702 Compressed hot air, be-
fore intercooler.

H04 Engine water EW 99 89 24.93 Engine block water.
* Tup: upper temperature limit, Tl: lower temperature limit.

On the other hand, according to the manufacturerŠs guideline (CATERPILLAR,

2016), temperatures reported for H04 (EW) fulĄlls the following cooling requirements

(see Fig. 24):

• Maximum water temperature (T01) of 99◇C.

• Maximum temperature drop (T01 - T02) of 11.1◇C.

• Water Ćow between 1325 and 1700 liters per minute. The mass Ćow reported in

Tab. 15 corresponds to 1500 liters per minute.
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The energy balance on intervals is expressed as

𝐻𝐸j = 𝐻𝑆j ⊗ 𝐻𝐷j ∀ 𝑗 = 1 (4.1)

𝐻𝐸j = 𝐻𝑆j ⊗ 𝐻𝐷j + 𝐻𝐸j⊗1 ∀ 𝑗 ̸= 1 (4.2)

𝐻𝑆j =
H∑︁

𝐻𝑆h,j ∀ ℎ ♣ 𝑇l,h ⊙ 𝑈𝑇j ∧ 𝑇up,h ⊘ 𝐿𝑇j ℎ ∈ ¶𝐻01, 𝐻02, ...♢ (4.3)

𝐻𝐷j =
C∑︁

𝐻𝐷c,j ∀ 𝑐 ♣ 𝑇l,c ⊙ 𝐿𝑇j ∧ 𝑇up,c ⊘ 𝑈𝑇j 𝑐 ∈ ¶𝐶01, 𝐶02, ...♢ (4.4)

where 𝐻𝐸j, 𝐻𝑆j, and 𝐻𝐷j are the heat excess, the heat supply and the heat demand

in the interval 𝑗, respectively. 𝐻𝑆h,j is the heat supply by stream h and 𝐻𝐷c,j the heat

demand by the stream c, both at interval 𝑗. These quantities are calculated according to

the following expressions:

𝐻𝑆h,j = 𝑀𝐹h ≤ 𝑈𝐻𝑆h,j (4.5)

𝐻𝐷c,j = 𝑀𝐹c ≤ 𝑈𝐻𝐷c,j (4.6)

where 𝑀𝐹h and 𝑀𝐹c are the mass Ćows of streams h and c, respectively. 𝑈𝐻𝑆h,j is the

unitary heat supply of stream h in the interval j, while 𝑈𝐻𝑆h,j is the unitary demand of

the stream c in the interval j, which are divided in two addends, according to the following

relationships:

𝑈𝐻𝑆h,j =

Sensible
⏞  ⏟  

𝐶P,h ≤ (𝑈𝑇j ⊗ 𝐿𝑇j) +

Latent
⏞  ⏟  

Δℎv,h (4.7)

𝑈𝐻𝐷c,j = 𝐶P,c ≤ (𝑈𝑇j ⊗ 𝐿𝑇j) + Δℎv,c (4.8)

here, 𝐶P,h and 𝐶P,c are the average speciĄc heat capacities of streams h and c, respecti-

vely; they are considered constants. On the other hand, Δℎv,h and Δℎv,c are the speciĄc

heat of vaporization of streams h and c, respectively; these addends are omitted for inter-

vals where no latent heat is transferred (i.e. they are counted only for the interval 2 in

Fig. 26).

The objective of the optimization model is maximizing the total energy supply (SUP)

for producing the utilities addressable by the module, which is expressed as the sum of

the individual contributions (𝑆𝑈𝑃u) multiplied by a factor 𝑈𝐾u that can be adjusted for

favoring the energy supply to one utility over the others. Formulation of the problem is

presented in the following equations:



Chapter 4. the CCHP Synthesis 100

Maximize 𝑆𝑈𝑃 =
U∑︁

𝑈𝐾u ≤ 𝑆𝑈𝑃u ∀ 𝑢 ∈ ¶𝐻𝐺, 𝑆𝑇, 𝐻𝑊♢ (4.9)

𝑆𝑈𝑃u = 𝑈𝑃u,c ≤ 𝑀𝐹c ∀ 𝑢 ♣ 𝑢 ∈ ¶𝑆𝑇, 𝐻𝑊, 𝑊𝑊♢ (4.10)

𝑆𝑈𝑃u = 𝑈𝑃u,h ≤ 𝑀𝐹h ∀ 𝑢 ♣ 𝑢 ∈ ¶𝐻𝐺♢ (4.11)

where 𝑈𝑃u,c and 𝑈𝑃u,h are the energy supply to the utility u per unit of mass Ćow of

streams c and h, respectively; Tab. 16 presents the formulation of these parameters. Note

in the last row that the HG utility is supplied to the absorption chiller at the temperature

range from 474 to 180◇C, and it would be proportional to the mass Ćow of H02.

Table 16 Ű Supply of utilities per unitary mass Ćow of streams.

Stream Utility Formula Value, kJ/kg

C01 WW 𝑈𝑃u,c = 𝐶P,C01 (𝑇up,C01 ⊗ 𝑇l,C01) 146.4

C02 ST 𝑈𝑃u,c = 𝐶P,C02 (𝑇up,C02 ⊗ 𝑇l,C02) + Δℎv,C02 2515

C03 HW 𝑈𝑃u,c = 𝐶P,C03 (𝑇up,C03 ⊗ 𝑇l,C03) 96.55

C04 ST 𝑈𝑃u,c = 𝐶P,C04 (𝑇up,C04 ⊗ 𝑇l,C04) + Δℎv,C04 2368

H01 / H02 HG 𝑈𝑃u,h = 𝐶P,H01 (𝑇up,H01 ⊗ 𝑇up,H02) 328.4

The problem can be brieĆy described as the maximization of SUP formulated in

Eqn. 4.11, constrained by the energy balances on temperature intervals and the thermal

cascade formed by them (i.e. the heat excess HE of an interval j is transferred to the

next j+1 of lower temperature level), formulated in Eqns. 4.1 through 4.8. Additionally,

Tab. 17 presents the model inputs not presented so far.

In general, speciĄc heat capacities used in the model are assumed constant over the

temperature interval at which each heat transfer takes place. Their values correspond to

the average speciĄc heat capacity 𝐶P , formulated directly in the EES environment as

shown in Eqn. 4.12.

𝐶P =
ℎout ⊗ ℎin

𝑇out ⊗ 𝑇in

(4.12)

where ℎin and ℎout are the ĆuidŠ speciĄc enthalpy at its inlet and outlet temperatures (𝑇in

and 𝑇out) in a given heat transfer, respectively. Particularly, the value of the 𝐶P for hot

gases, which is a mixture were taken from the manufacturer guideline (CATERPILLAR,

2016).
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Table 17 Ű Values of the remaining inputs of the thermal integration LP model.

General Specific

Input Value, kJ/kg-K Module* Input Value Input Value

𝐶P,H01 1.0802 EMC01 𝑈𝐾HG 2.00 𝑀𝐹H01 0.000 kg/s

𝐶P,H02 1.0802 𝑈𝐾ST 0.00 𝑀𝐹H02 1.771 kg/s

𝐶P,H03 1.0111 𝑈𝐾HW 1.00

𝐶P,H04 4.2091 𝑈𝐾W W 0.50

𝐶P,C01 4.1820 EMC02 𝑈𝐾HG 0.00 𝑀𝐹H01 1.771 kg/s

𝐶P,C02 4.2502 𝑈𝐾ST 2.00 𝑀𝐹H02 0.000 kg/s

𝐶P,C03 4.2502 𝑈𝐾HW 1.00

𝐶P,C04 4.1981 𝑈𝐾W W 0.50

Δℎv,C02 2047.0 kJ/kg EMC03 𝑈𝐾HG 0.00 𝑀𝐹H01 1.771 kg/s

Δℎv,C04 2047.0 kJ/kg 𝑈𝐾ST 0.00 𝑀𝐹H02 0.000 kg/s

𝑈𝐾HW 1.00

𝑈𝐾W W 0.50

*EMC: Engine-based Cogeneration Sets.

Note that for maximum production of HG, all the exhaust gases are directed to

the absorption chiller (𝑀𝐹H01=0), while for the other utilities, this stream is directed

completely to the HEX network. Additionally, the values of 𝑈𝐾 are different for each

module, to favor the production of one over the others (taking into account that it is

a maximization). The model formulated together with its inputs were processed using

the software LINGO (LINDO SYSTEMS, 2017), obtainingŮamong othersŮthe results

of interest presented in Tab. 18. Since only the hospital uses steam for laundry, the

maximum energy supply to ST productionŮcorresponding to ECM02Ůis slightly higher

than the rest of applications, given the portion of heat transferred in the range between 60

and 95◇C; this small effect (about 5%), caused by the absence of the stream C02 (steam

for the hospital laundry), is considered later in the synthesis model.

Table 18 Ű Supply of utilities by cogeneration modules based on a 1035 kW generator set.

Module Heat supply, kW

HG ST HW WW

ECM01 581.7 0.0 650.3 654.8

ECM02 0.0 667.6 446.7 772.6

ECM02* 0.0 628.6 470.6 787.7

ECM03 0.0 0.0 1829.8 56.8

*Apply for applications other than hospital.
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Technical factors for each module are obtained simply dividing these results by

the nominal electricity output of the generator set (1035 kW). On the other hand, the

temperature level of the heat-demanding streams associated with the utility WW is low

enough for enabling the recovery of most of the heat supplied by the engine (𝑄LOSS = 0).

According to the energy balance reported by the manufacturer, the sum of the (available)

heat from EG, EW and HA is 1910 kW, while the value obtained is slightly lower (1887 kW

for the three modules).

Analogously to that it was done in the Fig. 11, but without setting the HEX network

beforehand, it is possible to determine the maximum energy supply to a given utility

constrained by the supply to another (i.e. by pairs), as shown in Figs. 27a to 27c. Hatched

regions correspond to operating loads below of 50% of the nominal capacity, which is not

recommended by the manufacturer. Additionally, in order to visualize the solution space

Figure 27 Ű Supply regions for cogeneration modules based on selected natural gas engine:

(a) HW vs HG, (b) HW vs ST, (c) ST vs HG, and (d) Supply surface.
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technologies, the exhaust gases stream has a temperature high enough for supplying energy

to ST and further HW production (omitting WW production). Finally, it is important to

remark that the hot-gases-driven absorption chillers transforming the HG utility provided

by microturbines have technical features different from those taking HG from turbines and

engines. They can be activated at temperatures as low as 260◇C and rejects the exhaust

gases at 130◇C, which are not considered useful; for this reason MCM01 produces only

hot gases HG.

Despite the energy balance on gas turbines and microturbines is simpler, the perfor-

mance of these devices is more sensible to the air inlet temperature than engines. Particu-

larly, this feature is caused by to the greater air Ćow required per kW delivered (ÇENGEL;

BOLES, 2006). Consequently, it is necessary to consider this feature for determining the

technical factors of the cogeneration modules based on this technology. Figure 30 shows

the performance parameters of the chosen models as function of the inlet temperature

(adopting T01 as equal to ambient temperature T0).
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Figure 30 Ű Performance parameters of gas turbines and microturbines as function of the

ambient temperature: (a) electricity, (b) exhaust mass Ćow, (c) efficiency, and

(d) exhaust gas temperature. Data from (CAPSTONE, 2005; SOLAR, 2014).
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The thermal energy supply of these devices to each utility can be determined as a

function of the ambient temperature (𝑇0), using the available information, according to

the following equations:

𝐻𝐺max(𝑇0) = 𝑚07(𝑇0) ≤ 1.123 ≤ (𝑇07(𝑇0) ⊗ 170) for turbines (4.13)

𝐻𝐺max(𝑇0) = 𝑚07(𝑇0) ≤ 1.123 ≤ (𝑇07(𝑇0) ⊗ 130) for microturbines (4.14)

𝐻𝑊max(𝑇0) = 𝑄̇EG(𝑇0) = 𝑚07(𝑇0) ≤ 1.123 ≤ (𝑇07(𝑇0) ⊗ 120) (4.15)

𝑆𝑇max(𝑇0) = 𝑄̇V AP + 𝑄̇ECN (4.16)
∏︁

⋁︁⨄︁

⋁︁⋃︁

𝑄̇V AP = 𝑚07(𝑇0) ≤ 1.123 ≤ (𝑇07(𝑇0) ⊗ 190) = 2047 ≤ 𝑚ST

𝑄̇ECN = 𝑚07(𝑇0) ≤ 1.123 ≤ (190 ⊗ 𝑇 *

07) = 𝑚ST ≤ 4.25 ≤ (170 ⊗ 𝑇RET )
(4.17)

𝐻𝑊HG(𝑇0) = 𝑄̇EG(𝑇0) ⊗ 𝐻𝐺max(𝑇0) (4.18)

𝐻𝑊ST (𝑇0) = 𝑄̇EG(𝑇0) ⊗ 𝑆𝑇max(𝑇0) (4.19)

here, the average speciĄc heat capacity of exhaust gases (1.123 kJ/kg-K) is that used by

the manufacturer of microturbines for reporting their energy balance, and was also used

for gas turbines. On the other hand, similar to the natural gas engines, the heat supply to

the HG utility considers the hot gases temperature leaving the corresponding absorption

chiller, 170 and 130◇C for turbines and microturbines, respectively (Eqns. 4.13 and 4.14).

As mentioned previously, the temperature level of exhaust gases enables the heat transfer

to the HW utility completely down to a minimum outlet temperature of 120◇C. Therefore,

any excess of heat supply to HG or ST utilities can be recovered as HW (see Eqn. 4.18 and

4.19). Finally, the heat supply to ST is determined considering a saturation temperature

of 170◇C, a pinch of 20◇C, a speciĄc heat capacity of 4.25 kJ/kg-K, and a speciĄc heat

of vaporization of 2047 kJ/kg. An approach is not considered, since most of HRSG at

these sizes have the economizer (or an equivalent stage) embedded into their body. Thus,

the selection of its value would be part of the device design. Note that the hot gases

temperature leaving the economizer 𝑇 *

07 is not of interest, given the further heat recovery

to produce HW. Figure 31 shows the energy supply by gas turbine-based modules to HG,

ST, and HW production as function of T0.

Technical factors for these modules are obtained dividing, for a given 𝑇0, each energy

supply by the corresponding electricity output (see Fig. 30). Evidently, it means that

technical factors can be expressed as function of 𝑇0. Figure 32 demonstrates that such

functions can be approximated by linear relationships, which is convenient for the synt-

hesis model. Table 19 presents the results of linear regressions performed for each factor.
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Figure 31 Ű Heat supply of devices to the production of thermal utilities: (a) turbine/HW

and HG, (b) microturbine/HG and HW, (c) turbine/ST, (d) microtur-

bine/ST.
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Table 19 Ű Formulation of technical factors (TF) as function of 𝑇0 for turbine and

microturbine-based modules.

Module* App. Utility Formula 𝑅2

TCM01 All HG 𝑇𝐹 = 1.682 + 1.68 ≤ 10⊗2 ≤ 𝑇0 0.988

HW 𝑇𝐹 = 0.305 ⊗ 7.72 ≤ 10⊗4 ≤ 𝑇0 ; 𝑇0 < 15◇𝐶 0.999

𝑇𝐹 = 0.283 + 6.69 ≤ 10⊗4 ≤ 𝑇0 ; 𝑇0 > 15◇𝐶 0.997

TCM02 Hosp. ST 𝑇𝐹 = 1.910 + 1.97 ≤ 10⊗2 ≤ 𝑇0 0.978

HW 𝑇𝐹 = 0.068 ⊗ 5.72 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 < 15◇𝐶 0.999

𝑇𝐹 = 0 ; 𝑇0 > 15◇𝐶 0.997

TCM02 Others ST 𝑇𝐹 = 1.804 + 1.95 ≤ 10⊗2 ≤ 𝑇0 0.986

HW 𝑇𝐹 = 0.181 ⊗ 4.22 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 < 15◇𝐶 0.999

𝑇𝐹 = 0.133 + 9.78 ≤ 10⊗4 ≤ 𝑇0 ; 𝑇0 > 15◇𝐶 0.983

TCM03 All HW 𝑇𝐹 = 1.990 + 1.65 ≤ 10⊗2 ≤ 𝑇0 0.992

MCM01 All HG 𝑇𝐹 = 0.932 + 1.32 ≤ 10⊗2 ≤ 𝑇0 0.995

MCM02 Hosp. ST 𝑇𝐹 = 0.589 + 1.50 ≤ 10⊗2 ≤ 𝑇0 0.999

HW 𝑇𝐹 = 0.416 ⊗ 3.08 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 < 24◇𝐶 0.996

𝑇𝐹 = 0.317 + 1.19 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 > 24◇𝐶 0.976

MCM02 Others ST 𝑇𝐹 = 0.555 + 1.42 ≤ 10⊗2 ≤ 𝑇0 0.999

HW 𝑇𝐹 = 0.451 ⊗ 2.21 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 < 24◇𝐶 0.991

𝑇𝐹 = 0.354 + 2.01 ≤ 10⊗3 ≤ 𝑇0 ; 𝑇0 > 24◇𝐶 0.993

MCM03 All HW 𝑇𝐹 = 1.007 + 1.34 ≤ 10⊗2 ≤ 𝑇0 0.994

TCM: Turbine-based Cogeneration Module, MCM: Microturbine-based Cogeneration Module.

4.1.3 Heat Recovery Network of Cogeneration Modules

The production of utilitiesŮcharacterized by the technical factors presented in the

previous sectionŮcorresponds to a heat exchange network proper to each CHP module,

which is formed by a set of heat exchangers with different transfer area and thus costs.

Taking into account this fact, it becomes necessary to determine the heat transfer area

for each module in order to establish a reasonable basis for differentiating its investment

costs from the others. The methodology adopted in this work is described in detail in

Kemp (2007), which is based on the division of the heat transfer problem in two zones,

divided by the pinch point8(PP), and the fulĄllment of two feasibility criteria:

• Since the temperature driving force at the other side of heat exchangers located

immediately to the pinch point must be above the pinch, it implies that
8 Pinch point refers to the temperature at which the temperature difference between two (compo-

site) streams exchanging heat equals the value of the pinch (minimum temperature difference).
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res of each stream. Note that the sums of these duties on each heat-demanding stream

are equal to the values presented previously in Tab. 18.

Once the network is conĄgured, its total heat transfer area is calculated adopting

the NTU-effectiveness method (BERGMAN et al., 2011), in which the effectiveness (𝜖) of

each heat transfer unit is the ratio between its duty 𝑄̇ and the maximum feasible transfer

rate 𝑄̇max, according to the following relationships:

𝐶𝑃min = 𝑚𝑖𝑛(𝐶𝑃H , 𝐶𝑃C) (4.20)

𝑄̇max = 𝐶𝑃min ≤ (𝑇H,in ⊗ 𝑇C,in) (4.21)

𝐴 =
𝐶𝑃min ≤ 𝑁𝑇𝑈

𝑈
(4.22)

𝑁𝑇𝑈 = 𝑓(𝑡𝑦𝑝, 𝜖, 𝐶𝑃H , 𝐶𝑃C) (4.23)

according to Eqn. 4.21, 𝑄max is the product of the minimum heat capacity rate 𝐶𝑃min

and the maximum temperature driving force across each unit. Additionally, the number

of transfer units (NTU) is a function of the type of heat exchange selected for each unit

(typ), its effectiveness and the heat capacity rates of the streams matched (Eqn. 4.23). The

calculation of the area was done for each exchange unit in the network of each cogeneration

module considered. The type of heat exchanger selected is the same for all the units and

corresponds to shell-and-tubes type. Typical values for the overall heat transfer coefficient

(U ) were selected depending on the pairs of Ćuids exchanging heat in each unit (TOWLER;

SINNOTT, 2013); these values are: 0.07 kW/m2-K for hot gasesŮwater and 1.20 kW/m2-

K for waterŮwater exchangers. In this regard, Hewitt and Pugh (2007) mentions that, at

Ąrst sight, the tradition of ascribing these Šstandard valuesŠ seems somewhat illogical, but

from the point of view of approximate design, it is legitimate to take these values, since

in process speciĄcations, the available pressure drop (which affects directly the U value)

normally lie within a restricted range. Computation was done with the aid of the software

EES (KLEIN, 1993), Tab. 20 shows the results for the cogeneration modules considered.

Particularly, the area of the HEX networks for turbines and microturbines-based modules

is determined at the maximum duty of each HEX unit along the ambient temperature

proĄle.

It is important to mention that, considering the sizes of the modules and the fact

that the area density of this type of exchangers is greater than 100 m2 per m3 (SHAH;
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Table 20 Ű Number of units and total area for the heat exchange networks of modules.

Module Number of units Total area, 𝑚2

ECM01 5 154.4
ECM02 9 298.4
ECM02* 7 296.0
ECM03 4 215.7
TCM01 1 83.1
TCM02 3 785.1
TCM02* 3 672.7
TCM03 1 230.6
MCM02 3 503.1
MCM02* 3 495.9
MCM03 1 176.8
* For applications other than hospital.

SECULIC, 2003), the sizes obtained are reasonable. Moreover, taking into account the

relationship 1 ⊗ 𝜖 = Δ𝑇min/ (𝑇H,in ⊗ 𝑇C,in), which indicates that specifying Δ𝑇min for

a series of heat exchangers Ąxes the thermodynamic imperfection of the conĄguration

(HEGGS, 1989), it follows that decreasing this value (20◇C for gas-liquid and 10◇C for

liquid-liquid exchangers) would improve the effectiveness value, but at the expense of an

increased transfer area.

4.2 TECHNOLOGY SELECTION

4.2.1 The Superstructure

As mentioned above, the technology selection problem can be visualized as a set of

technologies forming a reducible superstructure, capable of producing a set of required

utilities. These technologies are interlinked trough energy streams associated with their

supply (or demand) of utilities. Figure 35 shows the superstructure modeled in this work;

here, the balance of each utility is presented as a gross line where utility streams (arrows)

are delivered or received, while each technology is symbolized as a square that receives

one or more utility streams, transforms them and delivers to the corresponding balance

line. The superstructure is formed by 10 utilities tagged by two capital letters (e.g. NG

for natural gas, HW for hot water, etc.) and by 22 technologies tagged using three capital

letters followed by two digits (e.g. ECM01 for engine-based cogeneration module, BST01

for steam boiler, etc. Ůsee Tab. 21). Note that thermal utilities are ordered from the

highest speciĄc exergy (NG) down to the lowest (chilled waterŰCW).
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Additionally, the balance of each utility includes, when applicable, its demand, its

exportation (sales), its importation (purchase), and its losses. Considering the goal of

the mathematical model, the main inputs related to the utilities are its unitary cost

and its sales price. Evidently, these attributes apply only for NG and EE, according

to Ch. 2. On the other hand, the magnitude of the utility streams is determined by the

operating level of each technology, which in turn, is characterized through technical factors

expressing the amount of energy destined, or required, to produce a utility per unit of

technology output. Table 22 presents the technical factors (𝑇𝐹 ) correlating the feasible

pairs technology/utility.

Table 21 Ű List of technologies considered in the synthesis model.

TAG TECHNOLOGY* BK UVK UOK

ECM01 Engine-based cogeneration module 0.0 2.106 0.0228

ECM02 Engine-based cogeneration module 0.0 2.292 0.0228

ECM03 Engine-based cogeneration module 0.0 2.156 0.0228

MCM01 Microturbine-based cogeneration module 0.0 2.371 0.0131

MCM02 Microturbine-based cogeneration module 0.0 2.810 0.0131

MCM03 Microturbine-based cogeneration module 0.0 2.531 0.0131

BST01 Boiler, steam 4.8 0.072 0.0005

BHW01 Boiler, hot water 10.3 0.111 0.0003

CEA01 Chiller, electric, air-cooled 39.0 0.279 0.0007

CEW01 Chiller, electric, water-cooled, screw 78.0 0.157 0.0009

CEW02 Chiller, electric, water-cooled, centrif. 186.9 0.116 0.0007

CAF01 Chiller, absorption, direct Ąred 575.9 0.490 0.0005

CAG01 Chiller, absorption, HG-driven 576.4 0.448 0.0005

CAG02 Chiller, absorption, WG-driven 162.0 0.718 0.0005

CAS01 Chiller, absorption, ST-driven 539.3 0.426 0.0009

CAW01 Chiller, absorption, HW-driven 564.0 0.333 0.0006

HGW01 Heat exchanger, HG⊃HW 70.9 0.112 0.0000

HGW02 Heat exchanger, WG⊃HW 70.9 0.185 0.0000

HSW01 Heat exchanger, ST⊃HW 70.9 0.008 0.0000

HWW01 Heat exchanger, HW⊃WW 70.9 0.027 0.0000

HWW02 Heat exchanger, WW⊃RW 70.9 0.027 0.0000

HWA01 Heat exchanger, RW⊃AA (c. tower) 37.0 0.079 0.0005

AWW01 Accumulator, WW 0.0 0.008 0.0005

ACW01 Accumulator, CW 0.0 0.008 0.0005

*Names are altered for resembling the capital letters used in corresponding tags.
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Table 22 Ű Technical factors correlating the technologies with the production/consumption of utilities.

UTILITIES

TAG TECHNOLOGY NG EE HG WG ST HW WW RW AA CW

ECM01 Engine-based module -3.0811 1.0000 0.4264 0.3455 0.9218

ECM02 Engine-based module -3.0811 1.0000 0.4594 0.2193 1.0151

ECM03 Engine-based module -3.0811 1.0000 1.6494 0.0441

MCM01 Microturbine-based module f(T0)* 1.0000 f(T0)*

MCM02 Microturbine-based module f(T0)* 1.0000 f(T0)* f(T0)*

MCM03 Microturbine-based module f(T0)* 1.0000 f(T0)*

BST01 Steam boiler -1.0870 -0.0002 1.0000

BHW01 Hot water boiler -1.0204 -0.0002 1.0000

CEA01 Air-cooled electric chiller -0.3226 1.3226 1.0000

CEW01 Water-cooled, screw chiller -0.1908 1.1908 1.0000

CEW02 Water-cooled, centrifugal chiller -0.1658 1.1658 1.0000

CAF01 Direct-Ąred absorption chiller -0.6622 -0.0056 1.6622 1.0000

CAG01 Hot-gases-driven chiller -0.0056 -0.7194 1.7194 1.0000

CAG02 Warm-gases-driven chiller -0.0056 -1.2820 2.2820 1.0000

CAS01 Steam-driven chiller -0.0029 -0.7194 1.7194 1.0000

CAW01 Hot-water-driven chiller -0.0003 -1.2500 2.2500 1.0000

HGW01 Heat exchanger, HG⊃HW -1.0000 1.0000

HGW02 Heat exchanger, WG⊃HW -1.0000 1.0000

HSW01 Heat exchanger, ST⊃HW -1.0000 1.0000

HWW01 Heat exchanger, HW⊃WW -1.0000 1.0000

HWW02 Heat exchanger, WW⊃RW -1.0000 1.0000

HWA01 Cooling tower -0.0087 -1.0000 1.0000

* see Tab. 19
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Negative factors refer to consumption while the positive ones refer to production

of utilities, e.g. values reported for EMC01 (in italics) means that for each kW of EE

produced, 3.0811 kW of NG are required, while 0.4264 kW of HG, 0.3455 kW of HW,

and 0.9218 kW of WW also are produced. On the other hand, heat exchangers within

the superstructure enable the energy transfer from higher exergy utilities down to the

lowest level, in such a way thatŮfor exampleŮpart of the energy from ST produced in a

cogeneration module can be transferred to the production of HW. Additionally, heat from

utilities produced but not used anyway, can be transferred through this set of exchangers

for being Ąnally dissipated through the cooling tower HWA01.

4.2.2 Mixed Integer Linear Programming

In the same terms used by Dantzig and Thapa (1997), the MILP is a special case of

the mathematical programming (or optimization theory) concerned with the maximization

or minimization of a linear objective function with many variables, continuous and integer,

subject to linear (equality and inequality) constraints. The general MILP formulation is

presented in Floudas (1995) as

min. 𝑐T 𝑥 + 𝑑T 𝑦

s.t. 𝐴𝑥 + 𝐵𝑦 ⊘ 𝑏

𝑥 ⊙ 0, 𝑥 ∈ 𝑋 ⊖ ℜn

𝑦 ∈ ¶0, 1♢q

where x is a vector on n continuous variables,

y is a vector of q binary variables,

c,d are (n × 1) and (q × 1) vectors of parameters,

A,B are matrices of appropriate dimension,

b is a vector of p inequalities.

These problems have a combinatorial nature in the domain of y variables, i.e. each

combination of the q values is an LP subproblem whose solution can correspond, or

not, to the global minimum. Consequently, the number of subproblems to solve following

the brute-force approach corresponds to 2q, which is prohibitive in most practical cases.

However, despite the complexity given by this combinatorial nature, several algorithmic

approaches have been developed and applied successfully to medium and large application
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problems. Theory and application of these approaches can be found in references focused

on optimization, e.g. Floudas and Pardalos (2014), Dantzig and Thapa (2003). Particu-

larly, this section shows the formulation of the CCHP design problem developed in the

present thesis as an MILP problem. Its solution is obtained by using the commercial soft-

ware LINGO (LINDO SYSTEMS, 2017), which counts with a large set of solving routines

for optimization problems, including mixed-integer linear and mixed-integer non-linear

models.

Urbanucci (2018) states that MILP is the state-of-the-art approach to tackle the

CCHP design problem; according to him, the guarantee of Ąnding global optimality in

linear problems and the effectiveness of available commercial solvers make MILP widely

used in optimization of CCHP systems. However, the main drawback of this method

lies in the impossibility of incorporating nonlinear effects into the model formulation.

The most relevant nonlinearities are the performance of devices at partial loads and the

variation of the nominal efficiency and unitary cost in relation to the componentsŠ size.

In this work, this inconvenient is dealt by formulating the optimization problem not in

terms of componentsŠ size but in terms of the number of components, speciĄcally for

cogeneration modules, boilers, and chillers. This approach allows to set their sizes low

enough for keeping their operating loads at ranges in which their efficiency does not differ

considerably from its nominal value. On the other hand, it is recognized that unitary costs

do not have a linear behavior, especially considering that they can be altered by aspects

out of the scope of the model (e.g. Ąnancing schemes, incentives, etc.). Nevertheless, data

collected in this work show certain linear behavior of costs in relation of componentsŠ size

when they pertain to the same brand. More details can be consulted in Appendix A.

The approach used in this work is adapted from Lozano and Ramos (2010), where

the objective of the model is to minimize the annual total costs (𝑇𝐾) of the utilitiesŠ

supply system. This function is formed by two addends: the equipment investment costs

(𝐼𝐾) and the operation costs (𝑂𝐾), as shown in Eqn. 4.24:

minimize 𝑇𝐾 = 𝐼𝐾 + 𝑂𝐾 (4.24)

In general terms, the model inputs are the utilitiesŠ demands, the applicable tariffs,

investment costs and technical data characterizing the candidate technologies. On the
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other hand, the model returns the subset of technologies forming the structure capable

of obtain the minimum 𝑇𝐾 and the number of units of each technology (with Ąxed size)

together with, for each time interval, the supply of utilities by each technology in the

optimal structure, the purchase/sale of electricity, and the accumulation of WW and CW.

As introduced at the beginning of this chapter, the objective function presented is subject

to a series of constraints, grouped as follows:

Costs Balances

The investment costs corresponds to the product of the annuity factor af, already

obtained in Ch. 2 (af = 0.134), and the total investment cost, that is the sum of the

capital investment of each technology t (Eqn. 4.25). It is the annuity destined to amortize

the total investment costs along the lifetime of the plant (20 years). As shown in Eqn. 4.26,

the investment of each technology is expressed as a linear function of its installed capacity

(𝐶𝐴𝑃t). Here, 𝐵𝐾t is the base cost of each technology (it is the intercept of the linear

regression of investment costs vs capacity of each technology), 𝑌t is a binary variable used

for indicating the presence (𝑌t = 1) or not (𝑌t = 0) of each technology, and 𝑈𝑉 𝐾t is

the unitary (variable) costs of each technology (it is the slope of the linear regression of

investment costs vs capacity). Values of 𝐵𝐾t and 𝑈𝑉 𝐾t are listed in Tab. 21.

𝐼𝐾 = 𝑎𝑓 ≤
T∑︁

𝐼𝑁𝑉t 𝑡 ∈ ¶𝐸𝑀𝐶01, 𝐸𝑀𝐶02...♢ (4.25)

𝐼𝑁𝑉t = 𝐵𝐾t ≤ 𝑌t + 𝑈𝑉 𝐾t ≤ 𝐶𝐴𝑃t 𝑌t ∈ ¶0, 1♢ (4.26)

On the other hand, the 𝑂𝐾 is the sum of the operation costs of each typical day

𝑂𝐾d multiplied by the quantity of occurrences along the year 𝑄𝑇𝑌d (Eqn. 4.27). The daily

costs correspond to the sum of the hourly (average) operating costs 𝐻𝑂𝐾d,i multiplied

by the number of hours of each interval 𝑁𝐻 (Eqn. 4.28). The average hourly costs takes

into account the purchase and the sale of utilities as well as the operating costs of each

technology, which is the product of its operating level 𝑂𝑃𝑅i,tŮin kWŮand its unitary

operation costs 𝑈𝑂𝐾tŮin $/kWhŮ(Eqn. 4.29). Values of the latter are listed in Tab. 21.

𝑂𝐾 =
ND∑︁

d=1

𝑂𝐾d ≤ 𝑄𝑇𝑌d 𝑑 ∈ ¶1, 2, ...𝑁𝐷♢ (4.27)
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𝑂𝐾d =
NI∑︁

i=1

𝐻𝑂𝐾d,i ≤ 𝑁𝐻 𝑖 ∈ ¶1, 2, ...𝑁𝐼♢ (4.28)

𝐻𝑂𝐾d,i =
U∑︁

𝑈𝐾u ≤ 𝑃𝑈𝑅d,i,u ⊗ 𝑆𝑃u ≤ 𝑆𝐴𝐿d,i,u 𝑢 ∈ ¶𝑁𝐺, 𝐸𝐸♢

+
T∑︁

𝑈𝑂𝐾t ≤ 𝑂𝑃𝑅i,t 𝑡 ∈ ¶𝐸𝑀𝐶01, 𝐸𝑀𝐶02, ...♢ (4.29)

here, 𝑁𝐷 and 𝑁𝐼 refer to the number of typical days and the number of intervals in

which each day is divided, respectively. 𝑈𝐾u and 𝑆𝑃u are the unitary costs and the sales

price of the utility u, respectively, both expressed in $/kWh. Note that these tariffs can

vary in an hour-of-day basis (see Ch. 2) and that the electricity, together with the natural

gas are the utilities that can be purchased, while the electricity is the only one that can

be sold.

Capacity and Operation of Components

Initially, the capacity of each technology, expressed in kW, is considered as a continu-

ous variable, in such way that the model returns, besides the set of technologies forming

the optimal structure, their installed capacity (Eqn. 4.30a). However, it is well known

that the main CCHP components are available as packages of multiple nominal sizes. For

this reason, the model is formulated in terms of the number of components of a Ąxed

capacity (Eqns. 4.30b and 4.30c), established according to the value obtained originally

using Eqn. 4.30a.

𝑌t ≤ 𝑀𝐼𝑁t ⊘ 𝐶𝐴𝑃t ⊘ 𝑌t ≤ 𝑀𝐴𝑋t 𝑌t ∈ ¶0, 1♢ (4.30a)

𝐶𝐴𝑃t = 𝑁t ≤ 𝑈𝐶𝐴𝑃t (4.30b)

𝑁t ⊘ 𝑌t ≤ 𝑁𝑀𝐴𝑋t 𝑁t ∈ ¶1, 2, 3, ...♢ (4.30c)

here, 𝑀𝐼𝑁t and 𝑀𝐴𝑋t are the minimum and the maximum values that bound the

computation of the installed capacity (continuous). Values of these parameters are set in

such a way that 𝐶𝐴𝑃t solution does not reach them easily (i.e. 𝑀𝐼𝑁t low enough and

𝑀𝐴𝑋t high enough), but determined by constraints related to the supply and demand of

utilities. Analogously, 𝑁t is the number of components, 𝑈𝐶𝐴𝑃t is the (unitary) capacity

of each component, and 𝑁𝑀𝐴𝑋t is the maximum number of components allowed for each

technology (set to 10 units). Note that heat exchangers and accumulators are tailored for
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the process requirements, thus their capacity is determined by Eqn. 4.30a. On the other

hand, for every time interval, the following inequality must be satisĄed:

𝑂𝑃𝑅d,i,t ⊘ 𝐶𝐴𝑃t (4.31)

where 𝑂𝑃𝑅d,i,t is the operating levelŮin kWŮof each technology t during the interval i

of the typical day d. Particularly for the accumulators, this operating level is equivalent

to the amount of utility stored, expressed in kWh.

Storage of Utilities

The model conceives the thermal energy storage (TES) of WW and CW utilities,

since their discharge operation only addresses the building demands, fact that makes

their accumulation scheme simpler and more practical than other utilities. Additionally,

the method of accumulation considered is the use of thermally-isolated tanks, which is

formulated in Eqn.4.32 as a capacity model with a homogeneously distributed temperature

(SCHÜTZ; STREBLOW; MÜLLER, 2015):

𝐴𝐶𝐶d,i,u = 𝑁𝐻 ≤ (𝑆𝐼𝑁d,i,u ⊗ 𝑆𝑂𝑈𝑇d,i,u ⊗ 𝐿𝑂𝑆*) + 𝐴𝐶𝐶* 𝑢 ∈ ¶𝑊𝑊, 𝐶𝑊♢ (4.32)

𝐿𝑂𝑆* =

∏︁

⋁︁⨄︁

⋁︁⋃︁

𝐿𝐹u ≤ 𝐴𝐶𝐶d,NI,u 𝑖 = 1

𝐿𝐹u ≤ 𝐴𝐶𝐶d,i⊗1,u 𝑖 ̸= 1
(4.33)

𝐴𝐶𝐶* =

∏︁

⋁︁⨄︁

⋁︁⋃︁

𝐴𝐶𝐶d,NI,u 𝑖 = 1

𝐴𝐶𝐶d,i⊗1,u 𝑖 ̸= 1
(4.34)

here, 𝐴𝐶𝐶d,i,u, 𝑆𝐼𝑁d,i,u, and 𝑆𝑂𝑈𝑇d,i,u are amount accumulated (in kWh), the storage

input rate (in kW) and the storage output rate (in kW) of utility u during the time interval

i of day type d. The energy losses 𝐿𝑂𝑆 of the accumulators are considered proportional

to the amount of utility stored at the end of the previous interval, expressed through a

loss factor 𝐿𝐹u, which is assumed 0.01 kW per kWh stored (h⊗1) for both utilities (WIT,

2007). Additionally, since each day type is assessed independently of the others, the cyclic

condition is adopted, formulated through Eqns. 4.33 and 4.34, which establishes that the

amount of utility accumulated during the Ąrst interval of a day type is equal to the last.

More detailed studies concerning the modeling of TES consider aspects as the inclusion

of inter-period states (KOTZUR et al., 2018b) and the temperature stratiĄcation into the
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tanks (SCHÜTZ; STREBLOW; MÜLLER, 2015). However, it is expected that results

including this cyclic condition does not deviate considerably from those obtained using

more sophisticated methods, given that the day-types classiĄcation was done according

to the daily mean temperature, which induces certain regularity on the thermal utility

proĄles. On the other hand, the consideration of temperature stratiĄcation is common to

models focused on TES control schemes, which is out of the scope of the present research.

Supply and Demand of Utilities

This constraint depends directly on the technical factors determining the supply and

the demand of utilities by the technologies in the superstructure. Firstly, each technical

factor 𝑇𝐹d,it,u is determined through Eqn. 4.35. For those technologies with constant

factors, the value of 𝑇𝐹1t,u is 0. Values of 𝑇𝐹0t,u for these technologies are presented in

Tab. 22, while values for 𝑇𝐹0t,u and 𝑇𝐹1t,u for technologies whose capacity depends on

𝐷𝐵𝑇d,i corresponds to the intercept and the slope of linear regressions shown in Tab. 19,

respectively.

𝑇𝐹d,i,t,u = 𝑇𝐹0t,u + 𝑇𝐹1t,u ≤ 𝐷𝐵𝑇d,i (4.35)

General formulation of the total supply/demandŮin kWŮof the utility u on the

interval i of the day-type d is presented in Eqn 4.36. The supply and the demand of

utilities by the technologies during each interval are represented by the variables 𝑆𝑈𝑃d,i,u

and 𝑈𝑆𝐸d,i,u (name chosen for differentiating it from the building demand), respectively.

These quantities are calculated as the sum of the products of the operating level of each

technology and the corresponding technical factor (Eqns. 4.37 and 4.38). Note the change

of sign done in Eqn. 4.38 for expressing 𝑈𝑆𝐸d,i,u as a positive quantity.

𝑆𝑈𝑃d,i,u + 𝑃𝑈𝑅d,i,u + 𝑆𝑂𝑈𝑇d,i,u = 𝑈𝑆𝐸d,i,u + 𝑆𝐴𝐿d,i,u + 𝑆𝐼𝑁d,i,u + 𝐷𝐸𝑀d,i,u (4.36)

𝑆𝑈𝑃d,i,u =
T∑︁

𝑂𝑃𝑅d,i,t ≤ 𝑇𝐹d,i,t,u ∀ 𝑇𝐹d,i,t,u > 0 (4.37)

𝑈𝑆𝐸d,i,u =
T∑︁

𝑂𝑃𝑅d,i,t ≤ ⊗𝑇𝐹d,i,t,u ∀ 𝑇𝐹d,i,t,u < 0 (4.38)
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Current Regulation

The regulation adopted in this work was already introduced in Ch. 2 and its formu-

lation is presented in Eqns. 4.39 through 4.44. The conditions that must be satisĄed are

expressed in Eqn. 4.39 and 4.40. 𝐹𝐶𝑂𝑁 , 𝐻𝑃𝑅𝐷, and 𝐸𝑃𝑅𝐷 are the fuel (NG) annual

consumption, the heat annual production, and the electricity annual production by coge-

neration modules {ECM01...MCM03}, all expressed in MWh. Note that 𝐻𝑃𝑅𝐷 is formed

by the production of thermal utilities HG, WG, ST, HW, and WW and all the production

of these utilities that is ultimately dissipated (wasted productionŮ𝑊𝑃𝑅𝐷) through the

cooling tower, in fact is equivalent to the heat transferred by the heat exchanger HWW02

(WW⊃RW). 𝑄𝑇𝑌d refers to the quantity of days (ocurrences) of the day-type d per year.

0.15 ≤ 𝐹𝐶𝑂𝑁 ⊘ 𝐻𝑃𝑅𝐷 (4.39)

0.41 ≤ 𝐹𝐶𝑂𝑁 ⊘ 0.4673 ≤ 𝐻𝑃𝑅𝐷 + 𝐸𝑃𝑅𝐷 (4.40)

𝐹𝐶𝑂𝑁 =
ND∑︁

d=1

NI∑︁

i=1

T∑︁

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑈𝑆𝐸d,i,t,NG 𝑡 ∈ ¶𝐸𝐶𝑀01...𝑀𝐶𝑀03♢ (4.41)

𝐻𝑃𝑅𝐷 =
ND∑︁

d=1

NI∑︁

i=1

T∑︁ U∑︁

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑆𝑈𝑃d,i,t,u ⊗ 𝑊𝑃𝑅𝐷 𝑡 ∈ ¶𝐸𝐶𝑀01...𝑀𝐶𝑀03♢ (4.42)

𝑢 ∈ ¶𝐻𝐺, 𝑊𝐺, 𝑆𝑇, 𝐻𝑊, 𝑊𝑊♢

𝑊𝑃𝑅𝐷 =
ND∑︁

d=1

NI∑︁

i=1

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑂𝑃𝑅d,i,HW W 02 (4.43)

𝐸𝑃𝑅𝐷 =
ND∑︁

d=1

NI∑︁

i=1

T∑︁

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑆𝑈𝑃d,i,t,EE 𝑡 ∈ ¶𝐸𝐶𝑀01...𝑀𝐶𝑀03♢ (4.44)

Additional Criteria

The following constraints correspond to decisions that can be altered prior to the

model execution in order to conĄgure different scenarios for comparison. The following

criteria are included into the model:

1. Enable/disable sales of electricity: By setting the binary parameter 𝑌 𝑆𝐴𝐿 it is pos-

sible to disable or enable the electricity sales up to a maximum 𝐸𝐸𝑀𝐴𝑋, which is

set to a value high enough for not limiting the result.

𝑆𝐴𝐿d,i,EE < 𝑌 𝑆𝐴𝐿 ≤ 𝐸𝐸𝑀𝐴𝑋 (4.45)
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2. Electricity credits: The annual sales of electricity 𝑆𝐴𝐿EE, in kWh, can be limited

in such a way that it does not overcome the annual electricity purchase 𝑃𝑈𝑅EE.

This constraint functions as a credit system, since according to Eqn. 4.36, any kWh

delivered (sold) by the plant would be discounted from the amount of electricity

imported (purchased).

𝑃𝑈𝑅EE =
ND∑︁

d=1

NI∑︁

i=1

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑃𝑈𝑅d,i,EE (4.46)

𝑆𝐴𝐿EE =
ND∑︁

d=1

NI∑︁

i=1

𝑄𝑇𝑌d ≤ 𝑁𝐻 ≤ 𝑆𝐴𝐿d,i,EE (4.47)

𝑃𝑈𝑅EE ⊗ 𝑆𝐴𝐿EE ⊙ 0 (4.48)

3. Enable/disable cogeneration modules: For not considering the cogeneration modules, simply

the binary parameter 𝑌t associated with their presence into the structure is set to 0 prior to

solving the model. Its solution would correspond to the optimal conventional production.

4. Enable/disable thermal storage: Similarly to the previous item, the capacity of accumulator

AWW01 and ACW01 are set to 0 prior to the execution of the model.

4.3 CLOSING REMARKS

The main purpose of this chapter is to describe and present the formulation of

the synthesis model that will be used to identify the technologies forming the optimal

structure of each building application introduced in Ch. 3. Furthermore, the model is

capable of returning the installed capacity required for each technology, which will be

used for setting the size of the devices to be considered into the superstructure. In this

way, the model output would be in terms of number of units of each technology (applicable

to cogeneration modules, boilers and chillers). Another aspect that can be inferred from

the balance of utilities is the basic operation scheme of the plant, since the model returns,

for each time interval, the amount of utilities supplied and used by each technology, as

well as their accumulation.

The methodology adopted corresponds to an MILP model, which is regarded as the

state-of-the-art for the synthesis of energy supply systems. Its objective is to minimize

the annual operating costs, subject to a series of constraints related to aspects as the

utilities balance, the performance of the technologies and current regulations. Despite

there areŮin recent publicationsŮmore rigorous approaches incorporating non-linearities

and environmental targets into the model, even considering the uncertainty on input data,
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the present model is regarded as enough for getting a proper design for the building

applications considered.

On the other hand, based on a systematic review, the novelty of the model lie in the

incorporation of technologies that, although commercially available, are not commonly

considered in academic publications focused on the synthesis of energy systems. It is

the case of gas turbines, microturbines, direct-Ąred absorption chillers, hot-gases-driven

chillers (taking into account two activation temperature levels), and steam-driven chillers.

Moreover, it was shown that the electricity and heat supply derating, caused by the air

intake temperature in turbines and microturbines, can be modeled as piece-wise linear

functions, suitable for MILP models. Another important aspect covered by the model,

that is scarcely explored in works adopting the superstructure approach, is the thermal

integration and the conĄguration of the heat exchange network proper to the cogeneration

modules. Particularly here, it was adapted for smaller sizes and for taking into account

the eventual use of hot-gases-activated chillers; feasibility regions were constructed (see

Fig. 27) for demonstrating the advantages of this approach over the simulation approach.

Evidently, further reĄnements can be applied to the model as the inclusion, for

example, of the on/off status of devices during each interval, their partial load performance

(e.g. via piecewise regression), or the minimum load allowed for each technology. However,

for including these criteria, with reasonable runtimes, it would be necessary computational

resources considerably higher than the currently available to the author.

As it will be shown in the following chapter, the presented model is used, not only

for obtaining the optimal solution for each application, but for making sensitivity analyses

covering the variation on natural gas tariffs, the annuity factor and the thermal storage

extent in the utilitiesŠ supply systems.
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Chapter 5

RESULTS AND SENSITIVITY ANALYSES

The objective of this chapter is to organize the key outputs that the synthesis model

formulated in Ch. 4 returned for the building applications introduced in Ch. 3. Additio-

nally, multiple sensitivity analyses are carried out in order to verify the suitability and

robustness of their optimal structures. Furthermore, a sensitivity analysis involving a

Monte Carlo (MC) simulation is proposed for verifying the main premise of this work, i.e.

undersized optimal structures, derived from proĄles whose best estimation corresponds to

large timescales, can address the energy requirements of an existing building, as long as

it is complemented with TES.

Firstly, the synthesis model is run letting the capacities of the candidate technologies

as continuous variables, i.e. without limitation concerning the availability of predeĄned si-

zes, for determining approximately their required capacity. This assessment is done taking

into account four scenarios, depending on whether the sales of electricity and inclusion

of TES is enabled or not. The purpose is to determine a capacity range that enables the

selection of a suitable (and available) size for each technology. Then, the synthesis model

is solved with this information and the outputs of interest are presented: (i)the selection

of technologies (optimal structures), (ii)the balance of utilities, and (iii)performance pa-

rameters.

Once the model is solved for all the building applications considered, a global sensi-

tivity analysis allowing for the effect of two key aspects, the NG tariffs and the weight of

investment costs, is performed for verifying the optimal structures obtained by the model,

checking the impact of these parameters on the total annual costs (TK), and checking

for the most convenient scenario (considering TES/EE sales or not). Analysis of results

presented is focused on the hospital building, although the same was done for each of

the other cases, whose results are further summarized. With the optimal structure and

scenario deĄned, the optimal operation strategy is presented for two extreme day types

(the coldest and the hottest business days) and some insights are exposed for the hospital

case.
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In regard speciĄcally to the research hypothesis, undersized optimal structures for

Ąve timescales larger than one hour are identiĄed. The values chosen for the timescales

were already introduced in Ch. 3 and correspond to two sub-daily scales (3 and 12 hours),

and three commonly used in the building energy performance assessment (daily, weekly

and monthly). These structures will be subject to a sensitivity analysis, based on the

generation of random typical proĄles using the information gathered from the hospital

utilitiesŠ supply system.

The methodology proposed for generating the random proĄles takes into account

the existent correlation between the demand of utilities and the prevailing ambient tem-

perature. For the hospital case, only the cold water demand is considered, although its

formulation is general and can be applied to the rest of utilities. Furthermore, the sensiti-

vity analysis considers the incorporation of TES into the structure, varying its share from

zero to a value high enough for not limiting the delivery of utilities. Finally, results of this

sensitivity analysis are organized and presented, they are focused on the impact of TES

share on the total annual costs and the deĄcit present (if any) in the supply of utilities.

5.1 ESTIMATION OF THE INSTALLED CAPACITY OF TECHNOLOGIES

Firstly, in order to get a good estimation of the installed capacity required for each

technology, the synthesis model is solved allowing for its calculation as a continuous

variable, (see Eqn. 4.30a), i.e. assuming that all the technologies are available at any size

required. As shown in Fig. 36, multiple options were considered for each case: (i) sale of

electricity and TES enabled, (ii) sale of electricity enabled but TES disabled, (iii) sale of

electricity disabled and TES enabled, and (iv) sale of electricity and TES disabled.

At this stage, technologies are grouped according to their function in four categories

as follows: (i)CHP modules, (ii)absorption chillers, (iii)boilers, and (iv)electric chillers.

Heat exchangers, storage tanks, and cooling towers are not presented, since they are

tailored according to each plant. Note that the right half of Fig. 36 corresponds to CCHP,

while the left one to conventional technologies. Additionally, the building applications on

the upper half are located at cities notoriously colder that those on the lower one.

Each piecewise line in the Ągure correspond to an optimal structure and its inter-

cepts with each vertical axis corresponds to the required capacity for each category; in
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Figure 36 Ű Installed capacity required for each technology category.

this way, a range of sizes can be identiĄed in each capacity axis. The Ąrst observation

is that, for all the applications, the implementation of CCHP is considered into the op-

timal structure. Additionally, there are different features in each building. For example,

in the case of the secondary school, it would be clear that the incorporation of TES, in-

dependently of enabling the sale of electricity or not, would reduce the size of supplying

technologies. However, it would not be the case for the hospital in Florianópolis, where the

TES incorporation promotes the increase of absorption chillersŠ capacity and reduces the

size of boilers into the optimal structure. Another typical behavior is that the electricity

sales promotes the cogeneration share in the supply system. That is evident for all the
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applications except for the hotel in Chicago, which has the lowest electricity demand. It is

important to remember that, in this work, the sale of electricity is limited to the amount

that can be redeemed further (electricity credits scheme).

Based on the capacity range obtained for each category and the sizes commercially

available, the unitary capacity UCAP (see Eqn. 4.30b) of each technology (in each case) is

set in such a way that about 2 to 4 units are capable to cover the corresponding capacity

range. This approach causes the model to return the number of unitsŮof the chosen sizeŮ

for each technology forming the optimal structure. The maximum number of units per

technology was set at ten, which is high enough to avoid constraining the model solution.

Table 23 presents the sizes chosen in each case. Note that sometimes, the unitary capacity

was set at the minimum available size of corresponding technology, because of its low

requirement. Sizes were chosen considering the information gathered in the appendix A.

Table 23 Ű Unitary capacity of each technology, for each application.

Capacity, kW

Cases BAL CHI FLN LAX

TAG Name Sec. school Hotel Hospital Office bld.

ECM01 Engine-based module 370 370 370 370
ECM02 Engine-based module 370 370 370 370
ECM03 Engine-based module 370 370 370 370
MCM01 Microturbine-based module 200 200 200 400
MCM02 Microturbine-based module 200 200 200 400
MCM03 Microturbine-based module 200 200 200 400
BST01 Steam boiler 384 142 142 142
BHW01 Hot water boiler 424 111 111 128
CEA01 Air-cooled electric chiller 967 246 545 492
CEW01 Water-cooled, screw chiller 984 280 633 528
CEW02 Water-cooled, centrifugal chiller 950 598 598 598
CAF01 Direct-Ąred chiller 233 233 233 582
CAG01 Hot-gases-driven chiller 233 233 233 582
CAG02 Warm-gases-driven chiller 233 233 233 582
CAS01 Steam-driven chiller 233 233 233 582
CAW01 Hot-water-driven chiller 352 175 205 512

5.2 SYNTHESIS RESULTS

Once the size of each technology unit is deĄned, the model is solved for determining

the number of units of each technology forming the optimal structure. Following sections

present the outputs that the model is capable to return. As mentioned previously, the
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analysis is focused on the hospital case, since it is the unique conĄgured from actual

measurements, and the outputs of rest are presented brieĆy for comparison purposes. The

synthesis considers the four scenarios previously identiĄed in Fig 36.

5.2.1 Selection of Technologies

The upper part of Tab. 24 presents the number of units of each technology inclu-

ded into the optimal structure, while the lower part presents the sizes of required heat

exchangers (in kW) and accumulators (in kWh). Additionally, the utilization percentage1

of each technology is presented next to each value.

Table 24 Ű Technology selection for the hospital case

EE sale enabled EE sale not enabled

TAG Name TES NO TES TES NO TES

Number of units

MCM01 Microturbine module 1 / 82% 1 / 80% 1 / 78% 1 / 74%
MCM02 Microturbine module 2 / 96% 2 / 97% 2 / 85% 2 / 85%
BST01 Steam boiler 2 / 7% 2 / 8% 2 / 7% 2 / 8%
CEW02 Electric chiller 2 / 24% 3 / 16% 2 / 25% 3 / 17%
CAG02 Hot-gases chiller 1 / 67% 1 / 66% 1 / 64% 1 / 61%

Capacity, kW or kWh (accumulators)

HSW01 Heat exchanger 384 / 47% 384 / 49% 366 / 39% 364 / 40%
HWW01 Heat exchanger 534 / 61% 534 / 63% 510 / 53% 508 / 54%
HWW02 Heat exchanger 428 / 51% 467 / 48% 375 / 43% 439 / 38%
HWA01 Cooling tower 1899 / 48% 2065 / 44% 1807 / 47% 2103 / 40%
AWW01 WW accumulator 267 / 16% Ů 267 / 19% Ů
ACW01 CW accumulator 1748 / 12% Ů 1711 / 16% Ů

The optimal structure, for all the scenarios, is formed by microturbine-based CHP

modules, including two modules MCM02 producing, besides electricity, the maximum

amount of steam, together with one module MCM01 producing hot gases at ≍ 300◇C

(WG). It is important to mention that, since microturbines are arranged in bundles of

various modules of 200 kW (see Appendix A), it can be considered that the supply of two

(or more) modules is equivalent to one of 400 kW, with the same features (e.g. technical

factors, temperature levels, etc.). Figure 37 depicts the optimal structure found by the

model for the hospital case.
1 The utilization percentage (or factor) is deĄned as the ratio of the annual utility productionŮin

kWhŮand the maximum, at full load all year round.
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activated by WG (233 kW each). The presence of the heat exchanger steam-hot water

HSW01 indicates that there are moments when part of the steam produced is transfor-

med into hot water, which is used only for producing warm water, since hot-water-driven

chillers were not included. On the other hand, water-water heat exchanger HWW02 is

used, for all the scenarios, whenever part of the heat recovered from CHP modules must

be dissipated, given that the supply of thermal utilities overcomes their demand and the

storage is not allowed. Particularly, the latter situation is caused when the amount of

utility stored reach the maximum that can be dispatched during the same typical day,

due to the cyclic constraint (see Ch. 4).

The size required for the thermal storage is greater for cold water, in part because

its demand is greater and Ćuctuates more markedly than the warm water. Looking at

the utilization factors, the incorporation of TES favors slightly to the use of the absorp-

tion chiller CAG02 (thus, the use of the module MCM01) and reduces the size of heat

exchangers on the heat dissipation path (HWW02 and HWA01). Additionally, checking

the storage volume (𝑉tk) for each tank, using the Eqn. 5.1, tank volumes of about 7 m3

and 300 m3 were obtained for warm water and cold water, respectively. These values are

considered reasonable for the size of the hospital building.

𝑉tk =
3600 ≤ 𝐶𝐴𝑃t

𝜌 ≤ Δℎ
(5.1)

here, 𝐶𝐴𝑃t is the required capacity of the tank, 𝜌 is the average water density, and Δℎ is

the positive enthalpy difference, both assessed between the supply and return conditions

of each utility.

5.2.2 Supply System Balances and Performance

Results presented in the previous section serve for identifying which technologies are

selected for each optimal structureŮrecalling that the four conĄgurations obtained are

optimalŮbut deĄning whether the TES or the sale of electricity are Ąnally considered, or

not, requires the comparison of the performance of each conĄguration. This comparison

is based mainly on economic aspects, although the effective use of the resources and the

energy efficiency are also relevant. Table 25 presents the parameters of interest used for

comparing the scenarios analyzed (basis: one year).
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Table 25 Ű Parameters of interest for the scenarios analyzed in the hospital building application.

EE sale enabled EE sale not enabled Conventional

TAG Description Units TES NO TES TES NO TES TES NO TES

01 PURNG Purchased NG MWh 15079 15118 13660 13508 2764 2764
02 PUREE Purchased EE MWh 583 583 465 465 4981 4981
03 SALEE EE sold MWh 583 583 0 0 0 0
04 PRDEE EE produced (net) MWh 4291 4291 3826 3762 -690 -683
05 NOREC Heat recovered, not used MWh 1905 1981 1414 1447 0 0
06 PRDHT Heat production MWh 6109 6110 5529 5454 0 0
07 HTCHP Heat cogenerated (used) MWh 4204 4130 4115 4007 0 0
08 NGCHP NG used for cogeneration MWh 14900 14904 13481 13293 0 0
09 STCNV Steam produced, conventional MWh 165 197 165 197 1656 1656
10 HWCNV Hot water produced, conventional MWh 0 0 0 0 945 945
11 CWCNV Cold water produced, conventional MWh 2524 2535 2600 2631 3917 3882
12 CWABS Cold water produced, cogenerated MWh 1376 1346 1306 1251 0 0
13 UTLCW Heat activating absorption chillers MWh 1764 1726 1675 1603 0 0

14 ÖI First-law efficiency 0.590 0.586 0.574 0.570 0.890 0.891
15 Ötℎ Thermal efficiency 0.282 0.277 0.305 0.301 0.336 0.336

16 ANEEL ANEEL criteria 0.420 0.417 0.426 0.424 Ů Ů
17 PER Primary energy rate 0.727 0.723 0.732 0.733 0.752 0.749

18 EEK Annual EE purchase costs k$ -8 0 84 95 943 947
19 NGK Annual NG purchase costs k$ 565 567 512 506 104 104
20 OPK Annual O&M costs k$ 70 69 64 62 8 6
21 OK Annual Total operation costs k$ 627 635 660 663 1054 1056
22 IK Annual Investment costs k$ 365 374 364 374 89 104
23 TK Annual Total costs k$ 992 1009 1023 1037 1143 1160

24 PBP Payback period y 4.5 4.8 4.9 5.1 Ů Ů
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Besides the four scenarios already introduced, Tab. 25 is complemented with the

conventional (production) scenario, also including the options of incorporating TES or

not. The balances of electricity presented in lines 02 through 04 show that the electricity

credits scheme enables the annual exportation (and redeem) of about 14% of the total

electricity consumed (total: 4291 MWh). Conversely, when this scheme is not adopted, the

electricity internal production is restricted and about 11% of the consumption would be

purchased. Finally, when the cogeneration is not enabled, it is evident that the purchase of

electricity overcomes the building consumption due to the plant feeding (negative Ągures

presented in line 04).

Items 05 through 13 present the balance of thermal utilities taking into account the

way they are produced, these values are used for calculating the performance parameters

reported later. It should be noted that the incorporation of TES has two main effects on

the balance of thermal utilities, independently of the sale of electricity. First, it favors the

use of recovered heat in the cogeneration modules, and second, it reduces the share of

conventional production of thermal utilities into the supply system. These features also

were veriĄed with the results of the other building applications.

Items 14 through 17 presents the energy performance parameters, calculated from

the energy balance of the plants. The Ąrst-law efficiency and the primary energy rate refer

to the whole utilitiesŠ supply system, including the production of utilities by auxiliary

(conventional) devices. Conversely, the thermal efficiency and the ANEEL criteria refer

to the cogeneration of utilities. Although the deĄnition of these parameters was already

introduced in Ch. 2, their formulation in the same terms used in Tab. 25 is presented in

Eqns. 5.2 through 5.6.
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ÖI,conv =
𝑆𝐴𝐿𝐸𝐸 +

NET EE DELIVERED
⏞  ⏟  

𝑃𝑈𝑅𝐸𝐸 + 𝑃𝑅𝐷𝐸𝐸 +𝐻𝑇𝐶𝐻𝑃 + 𝑆𝑇𝐶𝑁𝑉 + 𝐻𝑊𝐶𝑁𝑉

𝑃𝑈𝑅𝑁𝐺 + 𝑃𝑈𝑅𝐸𝐸
(5.2)

ÖI =
𝑆𝐴𝐿𝐸𝐸 + 𝑃𝑅𝐷𝐸𝐸 + 𝐻𝑇𝐶𝐻𝑃 + 𝑆𝑇𝐶𝑁𝑉 + 𝐻𝑊𝐶𝑁𝑉

𝑃𝑈𝑅𝑁𝐺 + 𝑃𝑈𝑅𝐸𝐸
(5.3)

𝑃𝐸𝑅 =
𝑆𝐴𝐿𝐸𝐸 + 𝑃𝑅𝐷𝐸𝐸 +

CCHP ST+ HW
⏞  ⏟  

𝐻𝑇𝐶𝐻𝑃 ⊗ 𝑈𝑇𝐿𝐶𝑊 +𝐶𝑊𝐴𝐵𝑆

𝑃𝑈𝑅𝑁𝐺 + 𝑃𝑈𝑅𝐸𝐸

+
𝑆𝑇𝐶𝑁𝑉 + 𝐻𝑊𝐶𝑁𝑉 + 𝐶𝑊𝐶𝑁𝑉

𝑃𝑈𝑅𝑁𝐺 + 𝑃𝑈𝑅𝐸𝐸
(5.4)

Öth =
𝐻𝑇𝐶𝐻𝑃

𝑁𝐺𝐶𝐻𝑃
(5.5)

𝐴𝑁𝐸𝐸𝐿 =
𝐻𝑇𝐶𝐻𝑃

2.14 ≤ 𝑁𝐺𝐶𝐻𝑃
+

𝑃𝑅𝐷𝐸𝐸

𝑁𝐺𝐶𝐻𝑃
(5.6)

As indicated in Eqn. 5.2, the sum 𝑃𝑈𝑅𝐸𝐸 +𝑃𝑅𝐷𝐸𝐸 for the conventional conĄguration

corresponds to the net electricity delivered by the plant, which is equivalent to the building

demand. Evidently, it considers that 𝑃𝑅𝐷𝐸𝐸 is negative and the electricity purchased

covers the hospital and the internal plant consumption, including for electric chillers and

auxiliaries. On the other hand, the annual production of ST and HW utilities are not

obtained directly, but as the difference between the heat productionŮeffectively usedŮ

and the heat destined to the absorption chillers (Eqn. 5.4).

Finally, on the lower part of Tab. 25 there are the main annual costs of the conĄgu-

rations. It should be noted that the negative value of EEK in the Ąrst scenario (item 18),

when enabling the sale of electricity, correspond to the savings generated by exporting

during low-tariff periods and redeeming during high-tariff periods. Considering only the

total annual costs, all the structures incorporating CCHP result more interesting than

the conventional production of utilities. The lowest operation costs corresponds to the

structure obtained from the model enabling the sale of electricity and the inclusion of

TES, followed by that enabling the sale of electricity but omitting TES. Evidently, since

the optimal structures are very similar, the investment costs does not present signiĄcant

differences.
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The type of information presented in Tab. 25 is useful, for any application project,

for the decision-making about the Ąnal conĄguration of the utilitiesŠ supply system. Par-

ticularly, the simple payback period calculated for the four scenarios, according to the

formulation presented in Ch. 2, are between 4.5 and 5.1 years (line 24). Additionally, ex-

cluding the conventional production alternative, the margin among the optimal structures

is narrow, thus a sensitivity analysis would be helpful for verifying the response of the

model to variations on its inputs. The following section introduces the sensitivity analysis,

which is focused on the Ąrst two scenarios, since these report the least total operation

costs, and the fact of disabling the sale of electricity does not seem to have any impact

on the optimal structure.

5.3 SENSITIVITY ANALYSIS

Basically, the objective of a sensitivity analysis is to determine how the variation on

the input information impacts on the model outputs. More speciĄcally, how the change

on one of more independent variables alters one of more dependent variables of interest.

Through this analysis, it is possible to recognize the divergence of a given output, if the

initial model assumptions were different. As mentioned previously, the design of utilitiesŠ

supply systems involves various quantities subject to important deviations from constant

values. Previous publications have been focused on aspects like the Ćuctuations on uti-

litiesŠ demands (ERNST; BALESTIERI, 2006), the consideration of historical demand

peaks (LI; SHI; HUANG, 2008), natural gas and electricity prices (REN; GAO; RUAN,

2008), equipment performance and initial capital costs (YOSHIDA; ITO; YOKOYAMA,

2007), or legal constraints (CARVALHO et al., 2013). Particularly, the sensitivity analysis

adopted at this stage of the work is carried out on consideration of the natural gas price

and the annuity factor, similarly to the work of Lozano, Ramos and Serra (2010). First,

the annuity factor insides directly on the investment costs addend in the model objective

function, and by altering this parameter, it is possible to favor (or not) the use of more

expensive technologies (CARVALHO, 2011). On the other hand, the natural gas price

insides on the operation costs addend, and with a Ąxed electricity purchase price, varying

the natural gas price is equivalent to varying the price relation between electricity and

natural gas, which is a key aspect for the adoption of CCHP.
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Considering that the purpose of this sensitivity analysis is to check whether the

considered structures remain optimal (or close-to-optimal) with the variation of the above-

mentioned parameters, the outputs of interest are the structure itself and the annual

total costs, i.e. the objective function. The natural purchase price and the annuity factor

are modiĄed between -30% and +30% of initial values in increments of 15%, which in

combination results in 25 different scenarios, which are solved one-by-one. The results

of the sensitivity analysis are exhibited in Fig. 38. The upper part of the Ągure shows

the annual operation costs as a function of the natural gas price variation, each dashed

line corresponds to a Ąxed annuity factor (presented also as a percentage of variation).

Additionally, the optimal structures are presented in the lower part of the Ągure in a

convention table.

(a) TES included
af

-30%

-15%

+0%

+15%

+30%

A
n

n
u

al
 t

o
ta

l 
o
p
er

at
io

n
 c

o
st

s 
(T

K
),

 k
$

600

700

800

900

1000

1100

1200

1300

Natural gas tariff, %

-30% -15% 0 +15% +30%

(b) TES not included af

-30%

-15%

+0%

+15%

+30%

600

700

800

900

1000

1100

1200

1300

Natural gas tariff, %

-30% -15% 0 +15% +30%

SYMBOL MCM01 MCM02 BST01 BHW01 CEW01 CEW02 CAG02 CAS01

1 ❱ 1 1 3 0 0 2 1 0

2 ❛ 0 2 2 0 0 2 0 0

3 ❡ 0 3 2 0 1 0 0 3

4 ❝ 1 2 2 0 2 0 1 0

5 ✺ 1 2 2 0 0 2 1 0

6 ✫ 1 2 2 0 0 3 1 0

7 ❡ 1 2 2 1 0 3 1 0

8 ❵ 1 0 5 1 0 3 1 0

Figure 38 Ű Results of the sensitivity analysis for the synthesis of the hospital case.

Taking into account both scenarios, there are eight different optimal structures, Ąve

enabling TES, shown in Fig. 38a and identiĄed in the upper part of convention table

with black symbols, and three disabling TES, appearing in Fig. 38b and identiĄed in the
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lower part of convention table with gray symbols. The row remarked corresponds to the

structure reporting the lower annual operation costs in Tab. 25.

In general, both optimal structures presented in Fig. 38 (signalized by arrows) re-

main optimal in most scenarios considered. Moreover, for any given scenario, the annual

total operation costs are slightly lower when TES is included into the structure. Except for

the extreme scenario of having NG tariffs and an annuity factor 30% greater than those

considered originally, and omitting TES (line 8), all the optimal structures obtained favor

the use of microturbine-based modules producing the maximum amount of steam. Particu-

larly, just some scenarios with the highest NG tariff (lines 1, 2, 7, and 8) evidence a lesser

cogeneration share (given the number of boilers reported in their optimal structures).

When the TES is enabled, there are two scenarios reporting a structure very similar

to the original which uses rotary electric chillers CEW01 (633 kW each) instead of cen-

trifugal ones (line 4). Both scenarios correspond to lower NG tariffs, indicating that the

lesser operation costs enable the purchase of larger (although less efficient) devices (see

Tab. 23). Conversely, on the line of the minimum annuity factor, there is an optimal struc-

ture omitting the use of a module MCM01, present in most structures, but including and

additional MCM02 module and three steam-driven absorption chillers (line 3). Evidently

this option is formed by more expensive technologies than the original.

Finally, according to the analysis done and the information gathered in Tabs. 24Ű25,

the structure judged the most convenient for the hospital corresponds to that remarked

in Fig. 38. It was originally obtained for the scenario including TES and electricity expor-

tation. Although it should be mentioned that, excluding TES and including an additional

electric chiller would have a low impact on energy and economic performances of the plant.

Despite this structure is not robust, it is a highly recommendable alternative.

Similar analyses were carried out for the rest of building cases, whose results are

reported in Tab. 26. All the applications include at least one microturbine-based module

into their optimal structures, reporting high utilization factors (over 77%), indicating that

they operate close to full load during most of the time. As mentioned previously, the small

size chosen of these modules (200 kW) favors their implementation, since they Ąt more

easily to the demand proĄles and their operation load factors would be higher than for

larger sizes.
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Table 26 Ű Technology selection for simulated buildings applications.

TAG Sec. School Hotel Office Bld.

ECM03 Engine module 1 / 44% Ů 1 / 60%
MCM02 Microturbine module Ů 1 / 99% Ů
MCM03 Microturbine module 1 / 82% Ů 1 / 77%
BST01 Steam boiler Ů 1 / 7% Ů
BHW01 Hot water boiler Ů 3 / 47% Ů
CEW02 Electric chiller 4 / 16% 1 / 51% 2 / 29%
CAS01 Steam-driven chiller Ů 1 / 87% Ů
CAW01 Hot water chiller 2 / 36% Ů 2 / 51%

HWW01 Heat exchanger, kW 887 / 16% 424 / 57% 1098 / 9%
HWW02 Heat exchanger, kW Ů Ů 1112 / 9%
HWA01 Cooling tower, kW 4474 / 29% 978 / 72% 3331 / 50%
AWW01 WW accumulator, kWh 1767 / 9% 757 / 4% 29 / 25%
ACW01 CW accumulator, kWh 4357 / 14% 983 / 10% 2450 / 21%

ÖI First-law efficiency 0.696 0.698 0.696
Öth Thermal efficiency 0.458 0.376 0.396
ANEEL ANEEL criteria 0.423 0.410 0.461
PER Primary energy rate 1.19 1.16 0.815

EEK Electricity costs, k$ -38 9 -57
NGK Natural gas costs, k$ 338 252 550
OPK O&M costs, K$ 66 30 95
OK Operation costs, k$ 366 290 588
IK Investment costs, k$ 442 232 477
TK Total costs, k$ 808 522 1065
PBP Payback period, y 6.7 6.9 6.3

Particularly for the hospital application, the amount of utilities produced by micro-

turbine-based modules would hardly be reproduced only by engine-based modules, since

the production of steam per kW of electricity delivered is signiĄcantly lesser for the latter.

In other words, producing simultaneously the same amounts of steam and cold water

(by CCHP) in the optimal structure, would require greater engine sizes, which probably

would be limited by the electricity demand and exportation. On the other hand, the

selection of only one microturbine module for the hotel building corresponds rather to

its low electricity demand, probably choosing an engine-based module would result in a

greater investment cost and lesser load factors (thus lesser CCHP efficiency) caused by a

greater size.

Conversely, the other two applications, i.e. the secondary school and the office buil-

ding, present a combination of microturbine-based and engine-based modules, both types

producing the maximum amount of hot water. In these cases, the production of hot water



Chapter 5. Results and Sensitivity Analyses 139

by the optimal structure could be easily obtained adopting modules of only one type of

prime mover. However, given the sizes of each technology, the use of a combined scheme

Ąt better than three microturbine-based modules (200 kW each) or two engine-based mo-

dules (370 kW each), even though their purchase price is slightly lower than the equivalent

microturbine-based modules. On the other hand, the consideration of greater sizes, e.g.

modules of 500 kW, probably introduce lower load factors and greater heat waste.

Regarding the energy performance of the structures, only the hotel application ap-

pears constrained by the ANEEL criteria (0.41), which indicates that the electricity pro-

duction is limited in such a way that the amount of heat not recovered (NOREC) remains

at the required level; this is reĆected in the fact that the acquired credits do not overcome

the imported electricity costs (EEK positive). Furthermore, applications with a lower

CCHP share report primary energy rates (PER) greater than the unity due mainly to the

impact of electric chillers on the second addend of Eqn. 5.4.

5.4 OPERATION STRATEGY

Another key feature of the synthesis model is that it returns the balance of uti-

lities for all the intervals forming each typical day. Since these balances correspond to

the minimum annual operation cost, they expose how the utilitiesŠ supply system should

operate in order to attain it. Nevertheless, it is important to mention that, despite this

information is the cornerstone for deĄning the operation and control philosophies of the

plant, there are aspects outside the scope of the model, e.g. startup and shutdown proce-

dures, synchronism between devices supplying the same utility, etc. However, these details

correspond to further engineering stages, out from the scope of the present document.

On the other hand, with the amount of utilities delivered for each technology during

each interval, it is possible to check diverse aspects as whether there are moments where

the load factor is too low, or even whether it is possible to adjust the number of devices.

For example, it would possible to replace two small devices reporting high load factors

by one with admissible load factors, or conversely, replace one device reporting low load

factors by two of smaller size, in such a way that only one device is operated whenever

the requirement is too low.

Figure 39 presents the operation proĄles for two typical days of the hospital building.
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The right side of Ągure corresponds to a cold business day, while the left side to a hot

business day. Here, it is clear the difference on the operation of the plant given the great

dissimilarity on the cold water demand and the operation of electric chillers CEW02.
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Figure 39 Ű Supply of utilities for two typical days in the hospital building case.

For the cold day-type, the low cooling requirement makes the electric chillers un-

necessary and enables the supply of the electric base load by the modules MCM02 at

full load (producing steam) with regulation of the module MCM01 (producing hot gases).

Purchase of electricity is necessary during most time between hours 8 and 23 for addres-

sing completely the building demand and the little portion of plant auxiliaries (Fig. 39a).

A part of this purchase are credits gained by exporting during off-peak hours, which cor-
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respond to the bar portions crossing the demand line. Moreover, regulation of MCM01

is driven mostly by the amount of cold water produced by the absorption chiller CAG02

(Fig. 39b). Looking to this Ągure, it can be identiĄed that during hours 18 through 22

the chiller CAG02 produces more cold water than that demanded (bar portions exceeding

the demand line), which indicates that cold water is being charged into the accumulator

ACW01. Conversely, during the lapse between the hour 23 and the second hour of the

next day, only cold water from the accumulator ACW01 is consumed (discharged), which

causes CAG02Ůthus MCM01Ůto shut down.

Regarding the steam production, most of the demand is addressed by steam from

the modules MCM02; the rest is provided by steam boilers BST01. All the utility produ-

ced overnight is transformed into hot water (HW) through the heat exchanger HSW01

(Fig. 39e). Particularly, the unique use of this utility is producing warm water (WW)

trough the heat exchanger HWW01, which provides almost all the warm water demand.

Note that a small part of the warm water exceeding the demand line would be charged

into accumulator AWW01 to be discharged later (Fig. 39g). The rest is transferred to the

heat exchanger HWW02 for being further ŠdegradedŠ and dissipated through the cooling

tower HWA01.

The hot day-type operation is different, specially for electricity and cold water sup-

ply. First, absorption chillers CAG02 operates at full load during all the day, which makes

the modules MCM01 to operate continuously at their full capacity, now with load regula-

tion on modules MCM02 (contrary to the cold day-type). Moreover, there is a signiĄcant

increase on the plant internal consumption(chillers and auxiliaries), caused by the ope-

ration of electric chillers CEW02 (Fig. 39b). White portions exceeding the demand line

are equivalent to the internal consumption of the plant in each interval, while the gray

portions crossing the demand line are equivalent to the amount of electricity exported

plus the internal consumption, but this time, self-supplied. Clearly, credits gained are

then redeemed, which explains the drop on the MCM02 operation during the three hours

before the steam demand starts.

On the other hand, during the hours 5 through 9, part of the cold water produced is

charged into the accumulator ACW01 for being discharged later (Fig. 39d). Additionally,

during the two hours preceding the on-peak tariff (intervals 17 and 18), there is another
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charging operation in order to avoid the use of electric chillers (thus the purchase of

electricity) during on-peak hours supplying only cold water from the accumulator.

The production of steam and warm water remains almost the same, reĆecting the

deviations due to the regulation done on modules MCM02 (Fig. 39f). However, given the

drop on hot water demand, there are intervals where the discharge of the accumulator

displace completely the warm water produced by HWW01, i.e. all the warm water trans-

formed by this device is conduced to HWW02 for being later dissipated (see intervals 19

and 23 through 2 of the next day on Fig. 39h).

5.5 OPTIMAL STRUCTURES FOR TIMESCALES LONGER THAN ONE HOUR

One issue already introduced in Ch. 2 is that, for existing buildings, historical energy-

use data, specially related to the thermal utilities, are unavailable and when there are

records, they are not collected regularly, but for punctual needs (maintenance, opera-

tion anomalies, etc.). In that sense, the methodology described in Ch. 3 deals with this

issue and was capable to return hourly proĄles, in part thanks to the classiĄcation of

days based on their average temperature and the acceptance of the correlation between

hourly electricity consumption and ambient temperature. However, it would not always

be the case, in fact it was shown that smaller timescales tends to have poorer correlations,

since more random Ćuctuations are unveiled. For this reason, it is possible that the best

approximation obtainable corresponds to longer timescales with reasonable R-squared va-

lues. Evidently, this issue does not apply to the forward-modeling approach, since the

demand proĄlesŠ timestep is deĄned in the simulation and any Ćuctuation on a proĄle can

be explained according to the mathematical model. Thus, henceforth only to the hospital

case is analyzed, whose proĄles were obtained through multiple linear regressions and

measurements.

Table 27 presents the synthesis model results considering the timescales presented in

Ch. 3. At this point, TES is not included into the synthesis model, since it is expected that

it would reduce further the size of components and the effect of its inclusion on undersized

plants is subject of further analyses. Following the same line of analysis presented so far,

the best scenario for all the timescales correspond to that enabling the sale of electricity,

although it does not have any impact on the selection of technologies.
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Table 27 Ű Synthesis results using timescales longer than one hour for hospital case.

TAG Description 3 hours 12 hours daily weekly monthly

MCM01 Microturbine module 1 1 0 0 0
MCM02 Microturbine module 2 1 2 2 2
BST01 Steam boiler 2 2 1 1 1
BHW01 Hot water boiler 0 0 1 1 0
CEW02 electric chiller 3 3 3 2 2
CAG02 Absorption chiller 1 1 0 0 0

ÖI First-law efficiency 0.597 0.560 0.580 0.582 0.583
Öth Thermal efficiency 0.309 0.314 0.381 0.381 0.381
ANEEL ANEEL criteria 0.432 0.426 0.441 0.445 0.446
PER Primary energy rate 0.759 0.712 0.863 0.842 0.841

EEK EE purchase costs, k$ 3 226 250 256 254
NGK NG purchase costs, k$ 572 441 424 423 424
OPK O&M costs, k$ 69 51 51 50 50
OK Total operation costs, k$ 645 377 381 383 383
IK Investment costs, k$ 372 315 251 237 232
TK Total costs, k$ 1018 692 632 620 615

It is evident that increasing the timescale reduces the number of equipment in the

optimal structures, since the apparent requirement of utilities is lesser due to the masking

of demand Ćuctuations. However, except for the optimal structure obtained using the

scale of 3 hours, the energy and economic performance parameters do not seem to vary

signiĄcantly. In other words, there is a leap between values reported for 3-hours-scale

and the rest, caused mainly by the disappearance of one cogeneration module from the

optimal structure. Clearly, structures other than that obtained from 3-hours-scale, very

similar to those presented in Tab. 24, are misleading and it is easily recognized that they

correspond to undersized structures.

It is important to mention that the most common issue addressed by works, focused

on the timescale used in the synthesis and planning of energy systems, is the increase

of the MILP problem dimension when short timescales are considered, e.g. Poncelet et

al. (2016), Bahl et al. (2018), Pinto, Serra and Lázaro (2019). Namely, recognizing that

the smaller the timescale the greater the number of points forming a proĄle, it follows

that shorter timescales require a larger computational effort. Sometimes, depending on

the detail level of the model, it can be excessive, which conduces to what is known as

dimension disaster (LI et al., 2010). While the problem of these studies is to reduce a

great amount of available data, this work contemplates the possibility of, having a low-
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time-resolution data, obtain foreseen undersized optimal structures that can be adjusted

through further incorporation of TES.

5.6 EFFECT OF TES ON UNDERSIZED OPTIMAL STRUCTURES

From the beginning, this thesis suggests the plausibility of designing supply systems

using demand proĄles estimated through the correlation between electricity consumption

and ambient temperature, together with a short-to-medium term measurements of thermal

utilities in existing buildings, in which the following premises are met:

1. Historical records of prevailing ambient temperature and electricity consumption

are available. Additionally, correlations between time-classiĄed sets are evidenced

showing reasonable R-squared values, even if they correspond to timescales larger

than one hour.

2. The regularity of the thermal utilitiesŠ consumption enables the replication of one-day

proĄles several times a year, based on the daily average temperature.

Although these conditions are not met necessarily by every building, there may be

many cases were they are fulĄlled. The problem of this approach relies on the fact that

there is a risk of underestimating the utilitiesŠ consumption due to low-resolution data,

leading to undersized structures. Conversely, use of high-resolution data entails two pro-

blems, ĄrstŮas already mentionedŮthe high computational requirement in the synthesis

models, and second, shorter timescales are more susceptible to randomness, which im-

pairs the data correlation and can lead to high-resolution proĄles with a poor demand

prediction. Thus, there is a compromise between the detail level used in the prediction of

utilitiesŠ demands and the effect of randomness on them. On the one hand, the utilitiesŠ

demand proĄles need enough detail for produce structures capable of covering the energy

requirements of a building all year round, but on the other hand, the scorekeeping ap-

proach (or degree-days method) is considered very approximated and its use is limited to

the assessment of the overall energy performance of buildings taking into account daily,

weekly, even monthly timescales.

However, in this work it was possible to construct, with a reasonable consistency, a

set of hourly proĄles using data gathered in a hospital building. They correspond to the
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B1. Factorize the correlation matrix 𝐶𝑂𝑅i (2×2) obtained from the utility demand vs

ambient temperature regression. The matrix corresponds to the interval 𝑖 of day type

𝑑, see Ch. 3. It is used the Cholesky decomposition method 𝐿 ≤ 𝐿T = 𝐶𝑂𝑅i (SCIPY,

2015).

B2. Obtain a normal correlated pair, one element for ambient temperature (𝑍𝐵𝑇i) and

the other for the utility demand (𝑍𝐷𝐸𝑀i).

𝑍𝐵𝑇i = 𝑍𝑁𝐷 ≤ (𝐿1,1 + 𝐿2,1)

𝑍𝐷𝐸𝑀i = 𝑍𝑁𝐷 ≤ (𝐿1,2 + 𝐿2,2)

C1. Obtain random ambient temperature 𝐷𝐵𝑇i = 𝑀𝐵𝑇i + 𝑆𝐵𝑇i ≤ 𝑍𝐵𝑇i, where MBT

is the mean dry bulb temperature of interval 𝑖 of day type 𝑑, and 𝑆𝐵𝑇i is its corre-

sponding standard deviation.

D1. Obtain random demand 𝐷𝐸𝑀i = 𝐴𝑉 𝐺i + 𝑆𝑇𝐷i ≤ 𝑍𝐷𝐸𝑀i, where AVG is the utility

average demand during the interval 𝑖 of day type 𝑑, and 𝑆𝑇𝐷i is its corresponding

standard deviation.

On the other hand, for analyzing the impact of TES on each structure, it was set a

Monte Carlo (MC) simulation formed by a thousand scenarios, each one corresponding to

a random proĄle. This technique have been already applied in problems of similar nature,

speciĄcally the work of Mavrotas, Florios and Vlachou (2010) applied MC simulation

combined with a MILP model on the energy planning of a hospital, but on consideration

of economic parameters. Resulting optimal structures for the six timescales considered

(including that for hourly proĄle disabling TES) are analyzed. The plant structure is set

for each MC simulation, and the model is let to adjust the balances of utilities in each

MC scenario, in order to minimize the annual total operation costs (TK). The model

itself is based on the model presented in Ch. 4, but disabling the constraints related to

the selection of technologies; thus, it corresponds to an LP model. Now, on consideration

of TES, the capacity of accumulators is altered from zero to a maximum value, large

enough to guarantee the fulĄllment of the storage requirements of the plant. Based on

previous results, maximum values were set to 1000 and 3000 kWh for WW and CW

storage, respectively. The capacities of accumulators are varied simultaneously in steps
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Table 28 Ű Effect of TES incorporation on the total operation costs.

1 hour 3 hours

% TES %success TK, k$ Dev., k$ %success TK, k$ Dev., k$

0% 10% 1042 ∘ 25.9 32.83 5% 1097 ∘ 62.1 88.28
10% 48% 1025 ∘ 6.9 22.25 35% 1036 ∘ 11.9 32.96
20% 79% 1024 ∘ 4.1 22.74 64% 1029 ∘ 5.6 28.11
30% 93% 1020 ∘ 1.7 25.26 85% 1023 ∘ 1.3 27.86
40% 97% 1019 ∘ 1.5 23.69 94% 1023 ∘ 2.0 27.97
50% 99% 1019 ∘ 1.2 27.39 98% 1024 ∘ 1.6 31.56
60% 100% 1018 ∘ 1.2 26.25 99% 1022 ∘ 1.2 29.87
70% 100% 1019 ∘ 1.1 27.36 100% 1023 ∘ 1.2 31.22
80% 100% 1019 ∘ 1.1 26.18 100% 1023 ∘ 1.2 29.65
90% 100% 1019 ∘ 1.2 25.67 100% 1022 ∘ 1.2 28.99

100% 100% 1019 ∘ 1.1 26.26 100% 1023 ∘ 1.2 29.65

Note that the Ąrst line for the hourly timescale (in bold) corresponds to the same

structure presented in Tab. 25 (NO TES column) and then analyzed in Fig. 38. Despite it

appears as an optimal structure under diverse economic circumstances, the MC sensitivity

reveals that in only 10% of the MC scenarios, this plant is capable of covering completely

the utilitiesŠ demands of the hospital. It also becomes evident that, as the TES share incre-

ases, the number of fully-covered scenarios also increases up to 100% for both timescales.

Moreover, the uncertainty reported on the annual operation costs (TK), diminishes with

the increase on the TES share. On the other hand, deviations of the average TK of MC si-

mulations with respect to the optimum obtained by the original model is presented in the

column ŠDev.Š. Note that, as stated by Mavromatidis, Orehounig and Carmeliet (2018b),

results obtained on consideration of uncertainty can differ signiĄcantly from those obtai-

ned deterministically. In these cases, annual deviations varies between ≍22 and 33 k$ (≍2

and 3 k$ per month) for hourly timescale, and between ≍28 and 88 k$ (≍2.5 and 7.5 k$

per month) for three-hours timescale. Clearly, these deviations are always positive, which

means that MC simulations reveal that optimal structures, despite optimal, have a great

chance of reporting underestimated results. Apparently, the maximum timescale allowed

for obtaining a CCHP design that suffices the energy requirements of the hospital would

be three hours, as long as it incorporates TES. However, a closer examination of results

can bring insights about the bottlenecks of the design.
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5.6.2 Deficit in the Thermal Utilities Supply

In spite of the results presented in the previous section, it is possible to check the

data obtained from the MC simulations in order to determine the causes of insufficiency

for CCHP designs using large timescales. In this regard, Fig. 42 shows the deĄcit in each

thermal utility supply, in terms of its annual consumption (MWh), as function of the TES

share in each structure; the heat rejection deĄcit is also included.
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Figure 42 Ű DeĄcit in the thermal utilities supply and heat rejection deĄcit: (a)steam

supply, (b)warm water supply, (c)cold water suply, (d)cooling tower capacity.

Each point represents the output of each optimal structure (according to the times-

cale), with different TES capacity into it. Note that over some points, the average annual
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number of hours reporting deĄcit is displayed. The information presented in Fig. 42 is

useful for contrasting the hospital tolerance to work with a reduced supply of each utility.

Firstly, all the structures from timescales of 12 hours or superior report a steam deĄcit

for all the MC scenarios, without important variations with respect to the storage of cold

and warm water. In any case, the overall deĄcit does not overcome 1.5% of the steam

consumption and ≍440 hours (about 12% of the working hours). While for the 12-hours

timescale the deĄcit is caused by the reduction of one MCM02 module, for larger scales

it is caused by the reduction of one steam boiler, which having a smaller size, makes the

deĄcit lesser (less than 0.5% of consumption during ≍7% of time).

Regarding the warm water (WW), for the two smallest timescales, less than 6%

of MC scenarios report a little deĄcit when no TES is included. On the other hand, a

storage capacity over 200 kWh (20% TES) is capable of making the structure obtained

with a daily proĄle to cover the building demand completely. Conversely, although the

TES incorporation reduces signiĄcantly the chance and the magnitude of WW deĄcit,

reported by structures derived from the two largest timescales, this strategy is insufficient

for covering the demand completely. The best results correspond to a deĄcit of ≍0.5% of

total consumption during 131 hours (about 1.5% of total).

The behavior of the cold water (CW) deĄcit shows something similar although, as it

will be shown later, the chance of getting CW deĄcit is greater. While the three smallest

timescales report a maximum CW deĄcit of ≍1%, the weekly and monthly timescales

report CW deĄcit between 2 and 8%. Furthermore, a storage capacity of 1800 kWh is

enough for aiming the optimal structure of the daily timescale to cover the CW requi-

rements completely; the requirement for structures from smaller timescales is about 900

kWh. On the contrary, the best results for larger timescales, with the maximum TES

capacity allowed, are a deĄcit of ≍2% during 202 hours (≍3% of required time).

Taking into account only the deĄcit on the utilitiesŠ supply, it seems that, except for

the steam, the TES incorporation aids to reduce the deĄcit reported by the undersized

structures, even down to sufficiency (only for daily and smaller timescales). Evidently,

considering just the supply of utilities, the steam appears as the main cause of insufficiency

of the structures, given that its storage is not considered. However, the aspect that is

limiting the structuresŠ sufficiency more signiĄcantly is the deĄcit on the heat rejection
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capacity. In fact, only a TES share over 60% is capable of guarantee sufficiency in this

aspect, and only for timescales of 12 hours or less. In spite that the increase on TES size

reduces the heat rejection deĄcit, this is not enough for attain sufficiency in the structure

derived from daily proĄle. The best result in this case is a deĄcit of about 32 MWh

during 137 hours (≍1.5% of time); larger timescales are far from sufficiency, reporting

deĄcits of over 150 MWh. Finally, except for the steam, which is not stored, the deĄcit

conditions that have the greatest chances of occurring are the cold water supply and the

heat rejection. Figure 43 shows the number of failed MC scenarios (i.e. reporting deĄcit)

taking into account these conditions.
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Figure 43 Ű Number of failed (deĄcit) scenarios: (a)CW deĄcit, (b)Heat rejection deĄcit.

Firstly, the number of failed scenarios in which there is a deĄcit of CW supply drops

signiĄcantly with the increase of TES capacity down to zero for daily timescale or lesser.

Conversely, the best results achieved for larger timescales is reported for about 50% of

the scenarios. On the other hand, the heat rejection deĄcit is more frequent and, for the

daily timescale, it only achieved 0.41% of occurrences with the maximum TES capacity

allowed. Furthermore, the heat rejection is the aspect that explains the low percentage of

succeeding scenarios in Tab. 28 when TES is not allowed (marked with an oval); curves

for hourly and three-hours timescales in Fig. 43 are the complement of Š%successŠ column

in Tab. 28.
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5.7 CLOSING REMARKS

This chapter has presented the outputs that the synthesis model is capable of re-

turning according to the utilitiesŠ demand proĄles introduced in Ch. 3, together with the

constraints governing the synthesis problem presented in Ch. 4. It was evidenced that the

model is capable of returning different sets of technologies forming the optimal structure

in each case. Additionally, a series of steps were conducted for getting a reasonable design.

Firstly, except for heat exchangers and accumulators, the size of each piece of equipment

is determined accordingly to the capacity required and its market availability, in such a

way that the optimal number of pieces can be determined by the model. The inclusion of

microturbines was common in all the optimal structures, in part because their small size

Ąts easily to demand proĄles, and because their technical factors are higher for individual

thermal utilities (i.e. steam and warm gases).

Four design scenarios were contemplated according to the inclusion of TES and the

sale of electricity. It was evinced that these both choices aid to reduce the total operation

costs, the former reducing the number (thus, the production) of electrical chillers in the

optimal structures, and the latter by reducing the purchase of electricity. However, the

margin of choice is small, since the energy and economic performance parameters are very

close among the scenarios; e.g. payback periods for the hospital building are between 4.5

and 5.1 years.

Optimal structures obtained in each building were subject to sensitivity analyses

based on key parameters whose values are uncertain. The natural gas tariffs and the

annuity factor are varied ∘30%, showing that for most of the cases, optimal structures are

not altered. Based on these results, the set of devices corresponding to the inclusion of TES

and electricity sales is presented for each building case. Additionally, for the hospital case,

the optimal balance of utilities is presented for illustrating its basic operation schedule;

the cold water demand and the utilization of electrical chillers have a strong inĆuence on

the way the plant should be operated.

Regarding the hypothesis implied in the method used for obtaining optimal struc-

tures using proĄles estimated from data correlations, it is recognized that not always the

best results correspond to an hourly proĄle and that larger timescales result in undersized

optimal structures. Thus, the suitability of TES for solving the supply limitation of these
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structures is assessed through a new sensitivity analysis involving hourly random proĄ-

les, generated from the same data used initially for estimating the utilitiesŠ load proĄles.

Evidently, this analysis is focused on the hospital case, which correspond to an actual

data-driven model.

Only the hourly and the three-hours timescales, whose resulting structures are practi-

cally the same, report full coverage of utilities. Additionally, it was identiĄed a positive

deviation from their minimum annual total cost, indicating that, without considering

randomness on the demand proĄles, their objective function can be underestimated. Unex-

pectedly, optimal structures without TES report a low probability of coverage (maximum

10%), in spite of the fact that they remain optimal under varying economic conditions

(NG tariffs and annuity factor).

Larger timescales reported deĄcit in the thermal utilitiesŠ supply, which is presented

as function of TES share for identifying bottlenecks. Firstly, for 12-hours and larger times-

cales, the Ąrst limitation comes from the steam supply, which is not stored. However, the

maximum deĄcit does not overcomes 1.5% of total steam consumption, reported for up to

12% of time. Additional studies can be conducted for determining whether the hospital

can tolerate this deĄcit, or even for reducing its steam consumption. On the other hand,

without considering the steam, the storage of cold and warm water reduces signiĄcantly

the deĄcit of these utilities, even to attain full coverage for daily or smaller timescales.

In addition to the deĄcit on thermal utilities demand, there is another key aspect that

limits the coverage of the structures that corresponds to their heat dissipation capacity. In

fact, this aspect seems, together with the steam deĄcit, to be the most restricting. Despite

TES reduces clearly the heat dissipation requirement of the structure, it is necessary a high

TES capacity to reach a full coverage for daily or smaller timescales. In general, optimal

structures obtained from weekly and monthly timescales do not report full coverage, even

with a high TES capacity.

The deĄcit on heat dissipation also explains the low probability that the optimal

structure without TES has for full coverage, i.e. the greater the TES share the greater

the probability of addressing the utilitiesŠ demand completely.
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Chapter 6

CONCLUSION

The inclusion of TES into the optimal structures, obtained using timescales larger

than one hour, in the deĄnition of the utilitiesŠ demand proĄles for the hospital building,

has demonstrated two key beneĄts. Firstly, it increases the chance of covering the utili-

tiesŠ demand completely, even for the optimal structure obtained using an hourly proĄle.

Secondly, since it reduces the utilitiesŠ supply system requirements, it mitigates the de-

Ącit reported by the structure, specially for those utilities that are stored. Particularly,

omitting the steam supplyŮwhose storage is not conceivedŮstructures obtained using

timescales of 12 hours or less can meet the utilitiesŠ demand satisfactorily through the

implementation of TES. Otherwise, if the steam supply is considered, only structures

derived from three-hours timescale or less can guarantee full coverage. Nevertheless, the

optimal structure obtained using daily proĄles could report full coverage, but for a small

limitation (about 20 MWh a year) on its heat dissipation capacity. Concerning this last

issue, the size of the cooling towers appears as the bottleneck for making undersized struc-

tures aided with TES to attain full coverage. Finally, structures derived from weekly and

monthly proĄles does not report sufficiency in spite of the incorporation of TES.

In general, there is no evidence that these results can be replied in other building

applications, but they show thatŮin some extentŮthe inclusion of TES into a CCHP

design beforehand, can reduce the needs of data gathering before its synthesis, without a

signiĄcant divergence from its optimal outputs. In other words, the consideration of TES

can save cost and time destined to activities focused on data collection for a CCHP design

project in an existing building. Clearly, as mentioned before, the methodology proposed

applies for buildings with high regularity in their thermal utilitiesŠ demands and with

certain correlation between their electricity consumption and the ambient temperature.

Additionally, the method exposed addresses problems that are common in non-

academic CCHP projects, once the CCHP design problem is characterized, the premises

adopted in this type of projects are presented, and the limitations of the simulation ap-

proach are illustrated in Ch. 2. This diagnosis was supported by the development of a
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computational toolŮintroduced in Appendix BŮwhere the author had the opportunity

of interacting with various CCHP specialists. In general, it was found a great gap between

the academic literature and the engineering practice.

On the other hand, the adaptation of the Princeton score-keeping method for times-

cales lesser than a day, resulted suitable for elaborating hourly demand proĄles, consistent

with the hospital routine. In this way, the full characterization of the energy use of this

building was completed through the indirect measurement of the steam and hot water

demands during some days along the year. Then, a classiĄcation (clustering) algorithm

enabled the deĄnition of a set of typical days, based on the average ambient tempera-

ture and the electricity consumption level. This procedure was replied to three additional

building applications with different consumption patterns and climatic conditions.

Demand proĄles created in Ch. 3 are input into a synthesis model whose formulation

is described in Ch. 4. This model corresponds to a MILP model, which is the approach

most widely used for CCHP synthesis in the academic literature. It is characterized by

considering the maximum heat production of cogeneration modules based on internal com-

bustion engines, gas turbines, and microturbines of small-to-medium sizes. Furthermore,

it includes the effect of ambient temperature on the supply of the two latter, which could

be modeled though linear piecewise functions. Additionally, it takes into account the heat

transfer area into the investment cost of the cogeneration modules and incorporates unu-

sual CCHP technologies such as hot-gases-driven and direct-Ąred absorption chillers into

the synthesis superstructure.

The synthesis results have shown that the model is capable of returning different

CCHP structures, based mainly on microturbine-based and engine-based modules produ-

cing, besides electricity, the maximum amount of steam and hot water. Different scenarios

were assessed, indicating that the exportation of electricity and the inclusion of TES aid

to reduce the total annual cost of the optimal structures, for all the buildings considered.

A Sensitivity analysis varying the annuity factor and the natural gas tariffs ∘30% does

not present signiĄcant changes in the optimal structures, but except for extreme values.

On the other hand, a further sensitivity analysis, now considering different timescales,

demonstrates that scales longer than one hour results in undersized but similar CCHP

structures.
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Finally, a procedure is introduced for generating random demand proĄles taking

into account the uncertainty present in the data used in Ch. 3 and their correlation

with the ambient temperature. This procedure is used to make a new sensitivity analysis,

based on a Monte Carlo simulation, which enables the quantiĄcation of the chance that

these undersized CCHP structuresŮnow complemented with TESŮhave for covering the

hospital utilitiesŠ demands. Moreover, the utilitiesŠ supply deĄcit also is quantiĄed in order

to determine the bottlenecks of these structures. Particularly, through this analysis it was

possible to verify a feature already mentioned in the recent literature, that pinpoints the

fact that not considering the uncertainty inherent to the utilitiesŠ demand proĄles tends

to underestimate the total annual cost.

6.1 FURTHER WORKS

Evidently, the method used for the synthesis and further sensitivity analyses made

for the hospital could be extended to other applications, such as hotels, malls, even resi-

dential buildings, in order to corroborate the insights of this thesis. In fact, further studies

are necessary for determining/estimating the size of TES that, with limitation on data

availability, would guarantee full coverage according to the timescale used for design. Ad-

ditionally, other intermediate scales can be included, for example two-hours, four-hours,

and eight-hours, since here it was found that scales longer than a day, would hardly attain

full coverage by implementing TES.

Regarding the synthesis model, it would be interesting to incorporate high tempe-

rature storage and electric batteries (or other electricity storage systems). These devices

were not considered in the present thesis, since these technologies presents challenges

(nonlinearities and delays) for modeling their charge/discharge duration and rates within

the MILP model. Another possible improvement, common to this type of models, is to

incorporate (i.e. to model) aspects such as the partial load operation of main components,

their minimum load factor, or their on/off status, without compromising the runtime of

the model.
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Appendix A

CHARACTERIZATION OF TECHNOLOGIES

This appendix presents the technical and economic features of the technologies,

relevant to the development of the MILP model formulated in Ch. 4. Data was obtained

from catalogs of commercially-available devices and through consultation with specialists.

A.1 TECHNICAL INFORMATION

A.1.1 Engine-based Cogeneration Modules

The heat supply of modules ECM01, ECM02 and ECM03 come from the heat re-

covery performed on natural gas generator sets. The device considered in the simulation

approach presented in the Ch. 2 and for the thermal integration algorithm in Ch. 4 cor-

responds to a Caterpillar model G3516 LE (1035 kW), while data used in the synthesis

model corresponds to a model Caterpillar G3508TA (370 kW). Technical data for both

models were extracted from the compendium (CATERPILLAR, 2000) and is summarized

in Tab. 29, terms and units are presented as the original source.

Table 29 Ű Technical features of the generator sets considered

Feature G3516 LE G3508 TA

Aftercooler intet temperature, ◇C 54 54
Jacket water outlet temperature, ◇C 99 99
Engine power (w/o fan), kW 1090 392
Generator set power (w/o fan), kW 1035 370
SpeciĄc fuel consumption, MJ/bkW-hr 11.01 10.48
Air mass Ćow, kg/bkW-hr 4.35 4.37
Compressor out temperature, ◇C 152 122
Inlet manifold temperature, ◇C 59 58
Exhaust gas temperature, ◇C 474 461
Exhaust gas mass Ćow, kg/bkW-hr 5.85 4.61
Input energy LHV, kW 3333 1140
Work output, kW 1090 392
Heat rejection to jacket, kW 1027 411
Heat rejection to atmosphere (radiated), kW 120 48
Total heat rejection to exhaust (to 25◇C), kW 923 256
Heat rejection to exhaust (LHV to 177◇C), kW 710 197
Heat rejection to aftecooler - stage 1, kW 173 33
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A.1.2 Turbine-based Cogeneration Modules

As mentioned in Ch. 2, conventional gas turbines are available at sizes higher than

2 MW with a couple of models close to 1 MW, which limits their incorporation into

utilitiesŠ supply systems with a lesser electricity demand (like the applications covered in

this work). However, the supply of thermal utilities as function of the intake temperature

was considered in the formulation of the MILP model. The technical features correspond

to the model Solar Saturn 20, with a capacity of 1200 kW (SOLAR, 2014). Technical

speciĄcations are shown in Tab. 30, terms and units are presented as the original document.

Performance curves are already presented in Ch. 4.

Table 30 Ű Technical features of the turbine considered
Feature Solar SATURN 20

Electrical power, MW 1.20
Heat rate, kJ/kWE-hr 14800
Fuel input, MJ/s 4.9
Efficiency, % 24.3
Exhaust mass Ćow, kg/s 6.5
Exhaust gas temperature, ◇C 506

A.1.3 Microturbine-based Cogeneration Modules

Technical characteristics considered for microturbines correspond to the model Caps-

tone C-1000 (CAPSTONE, 2005), which is a bundle of Ąve power modules of 200 kW each.

Figure 45 illustrates the physical arrangement of this device, presented in its technical

documentation. This fact makes that features like the exhaust gas temperature or the net

efficiency are the same that for a single module, while features like the exhaust mass Ćow,

are proportional to the number of modules in the bundle. Basic performance characteris-

tics are presented in Tab. 31. Performance curves are already presented in Ch. 4.

Table 31 Ű Technical features of the microturbine considered
Feature Capstone C1000

Net power output, kW 1000
Net efficiency (LHV), % 22
Nominal net heat rate (LHV), kJ/kWh 10900
Nominal generator heat rate, kJ/kWh 10200
Nominal steady state fuel Ćow (HHV)*, kJ/hr 12000000
*Ratio HHV/LHV is assumed to be 1.1.
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Figure 45 Ű ConĄguration of microturbine bundle. Taken from (CAPSTONE, 2005)

A.1.4 Steam Boilers and Heaters

The model selected for characterizing the steam boilers corresponds to the series

211A of the brand Peerless (PEERLESS, 2018). According to the catalog, this series

includes boilers from 630 MBH to 9450 MBH input. Particularly, it was chosen because

of its wide range of sizes. Relevant technical data is presented in Tab. 32 for the sizes

considered in the synthesis model. Terms and units are presented as the original document.

Table 32 Ű Technical features of the steam boilers considered
Feature 211A-04 211A-16

Input, MBH 630 3150
Gross output, MBH 486 2454
Steam, sqft 1521 7938
Steam, MBH 365 1905
Thermal efficiency, % 92 92
Boiler H.P. 14.5 73.3

On the other hand, data for modeling the auxiliary hot-water boilers (or heaters),

also correspond to equipment from the brand peerless. They correspond to condensing
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boilers of the series Purefire. Ratings of the models considered are summarized in Tab.33.

Terms and units are presented as the original document.

Table 33 Ű Technical features of the hot-water boilers considered
Feature PF-399 PFC-1500

Minimum Input, kW 23.4 43.9
Maximum Input, kW 116.9 439.6
Gross output, kW 111.4 424.3
Thermal efficiency, % 97.2 97.5

A.1.5 Electric Chillers

Four different types of electric chillers were taken into account in to the synthesis

model, depending on the kind of compressor and the Ćuid used for dissipating heat to the

atmosphere. As mentioned in Ch. 2, there are several alternatives not contemplated in

this work, including improvements such as the modulation of the rotation speed through

a frequency inverter, or the use of magnetic bearings. However, the types considered

here are widely used for the air conditioning in buildings. These types are: (i)scroll, air-

cooled (up to 130 TR), (ii)screw, air-cooled (140-500 TR), (iii) screw, water-cooled (80-430

TR), and (iv) centrifugal, water-cooled (170-2500 RT). Table 34 summarizes the technical

information of the models considered; the brand considered is Trane. Values correspond

to a chilled water temperature of 7◇C and a condenser return temperature of 30 ◇C.

Table 34 Ű Technical information of electric chillers.

Tag Type Cooling

fluid

Capacity

tons

COP Reference

CEA01 Scroll Air 70 3.43 (TRANE, 2017a)
COP =3.10 Screw Air 140 2.87 (TRANE, 2017b)

Screw Air 155 2.87
Screw Air 275 2.87

CEW01 Screw Water 80 5.17 (TRANE, 2017d)
COP=5.24 Screw Water 150 5.30

Screw Water 180 5.31
Screw Water 280 5.03 (TRANE, 2017e)

CEW02 Centrifugal Water 170 6.03 (TRANE, 2017c)
COP = 6.03 Centrifugal Water 270 6.03
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A.1.6 Absorption Chillers

This technology also has several options according to the heat source used for acti-

vating the refrigeration (absorption) cycle. In this work, four alternatives are considered:

(i)direct Ąred, (ii)hot-gases-driven (at around 480◇C and 300◇C), (iii)steam-driven (at 8

bar), and (iv)hot-water-driven absorption chillers. Table 35 summarizes the technical fe-

atures of the absorption chillers considered into the superstructure. These devices are of

the brand Broad (BROAD, 2004). Terms and units are presented as the original source.

Rated conditions for all devices: chilled water 7◇C/12◇C, condenser water 37◇C/30◇C.

Table 35 Ű Technical features of absorption chillers.

Tag Type Capacity

USRT

COP Electricity

kW

CAF01 Direct Ąred, two-stage 66 1.51 1.31
Direct Ąred, two-stage 165 1.51 3.26

CAG01 Hot gases ≡ 500◇C, two-stage 66 1.39 1.31
Hot gases ≡ 500◇C, two-stage 165 1.39 3.26

CAG02 Hot gases ≡ 300◇C, single-stage 66 0.68 1.31
Hot gases ≡ 300◇C, single-stage 165 0.68 3.26

CAS01 Steam-driven, two-stage 66 1.39 0.676
Steam-driven, two-stage 165 1.39 1.69

CAW01 Hot-water-driven, single stage 100 0.80 0.106
Hot-water-driven, single stage 50 0.80 0.052
Hot-water-driven, single stage 60 0.80 0.062
Hot-water-driven, single stage 145 0.80 0.154

A.1.7 Cooling Towers

This equipment is generally tailored for a speciĄc application, according to a required

water volume Ćow at a given temperature range. Additionally, its performance is strongly

inĆuenced by the predominant wet bulb temperature. The unique parameter set for this

technology was its speciĄc electricity demand that, through consultation with specialists,

was assumed 0.0087 kW per kW of heat dissipated.
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A.2 ECONOMIC INFORMATION

This section presents the information concerning the estimation of the capital inves-

tment of each technology. Multiple sources were consulted, some of them were compared

in order to verify the data consistency. To the best of the author knowledge, the data

organized here constitutes a good basis for an order-of-magnitude appraisal. Evidently,

real prices are subject to changes depending on issues not covered in the present work

(i.e. inĆation, taxes, discounts, etc.). Values gathered correspond to purchase prices of

equipment, additional expenditures are estimated through applicable factors. Given that

the validity of these prices do not coincide for all the equipment, it is necessary to correct

them to get the same reference year (2019). It is done through the Chemical Engineering

Plant Cost Index (CEPCI) (CEP, 2019), which is published regularly. This correction is

done using the Eqn. A.1, values of the plant cost index (PCI) for the last 10 years are

organized in Tab. 36.

𝐼𝑁𝑉t,2019 ≡ 𝐼𝑁𝑉t,y ≤
𝑃𝐶𝐼2019

𝑃𝐶𝐼y

(A.1)

Table 36 Ű Plant cost index (PCI) for the last 10 years (CEP, 2019).

Year (y) PCIy

2010 550.8
2011 585.7
2012 584.6
2013 567.3
2014 576.1
2015 556.8
2016 541.7
2017 567.5
2018 603.1

2019 617.1

A.2.1 Cogeneration Modules

The detailed cost breakdown for each cogeneration module is presented in Tab. 37.

The main references are the survey published by the U.S. Environmental Protection

Agency (EPA, 2017) and the series of fact sheets published by the U.S. Department

of Energy (DOE, 2016). Heat recovery is updated according to the results of the thermal

integration applied (see Ch. 4).
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Table 37 Ű Investment costs breakdown for cogeneration modules.

TAG Year EMC01 EMC02 EMC02* EMC03 TCM01 TCM02

Ref. Capacity, kWe 370 370 370 370 1150 1150
Min. Capacity, kWe 100 100 100 100 1150 1150
Max. Capacity, kWe 633 633 633 633 5457 5457

Equipment, $/kW 2019 965 1188 1151 1015 1607 2062

Genset 2013 400 400 400 400 817 817
Heat Recovery 2014 271 480 445 318 67 492
Fuel system 2013 NA NA NA NA 214 214
Electric 2013 140 140 140 140 300 300
Water treatment 2013 74 74 74 74 74 74

Installation, $/kW 2013 448 448 448 448 628 628

Direct, $/kW 2019 1452 1676 1638 1502 2290 2745

Construction Man. 2013 269 269 269 269 193 193
Engineering 2013 200 200 200 200 86 86
Contingency 2013 90 90 90 90 114 114
Financing 2013 42 42 42 42 68 68

Indirect, $/kW 2019 654 654 654 654 501 501

TOTAL $/kW 2019 2106 2330 2292 2156 2791 3246

O&M Costs, c/kWh 2013 2.1 2.1 2.1 2.1 1.26 1.26

O&M, $/kWh 2019 0.0228 0.0228 0.0228 0.0228 0.0137 0.0137

TAG Year TCM02* TCM03 MCM01 MCM02 MCM02* MCM03

Ref. Capacity, kWe 1150 110 333 333 333 333
Min. Capacity, kWe 1150 1150 200 200 200 200
Max. Capacity, kWe 5457 5457 1000 1000 1000 1000

Equipment, $/kW 2019 1990 1700 1559 1998 1990 1718

Genset 2013 817 817 1189 1189 1189 1189
Heat Recovery 2014 425 154 0 410 403 149
Fuel system 2013 214 214 164 164 164 164
Electric 2013 300 300 0 0 0 0
Water treatment 2013 74 74 74 74 74 74

Installation, $/kW 2013 628 628 293 293 293 293

Direct, $/kW 2019 2673 2383 1877 2317 2309 2037

Construction Man. 2013 193 193 195 195 195 195
Engineering 2013 86 86 162 162 162 162
Contingency 2013 114 114 82 82 82 82
Financing 2013 68 68 15 15 15 15

Indirect, $/kW 2019 501 501 494 494 494 494

TOTAL $/kW 2019 3175 2884 2371 2810 2803 2531

O&M Costs, c/kWh 2013 1.26 1.26 1.2 1.2 1.2 1.2

O&M, $/kWh 2019 0.0137 0.0137 0.0131 0.0131 0.0131 0.0131

*For building aplications other than hospital.



Appendix A. Characterization of Technologies 176

Except for the cogeneration modules, the total investment of each technology shows

a linear behavior with respect to its capacity. The intercept and the slope of each linear

regression correspond to the base cost (BKt) and the unitary variable cost factor (UVKt),

respectively. These values are reported in Tab. 21.

A.2.2 Boilers and Heaters

Prices for the steam boilers were obtained from the catalog (PEERLESS, 2018) and

compared with data published by the assessorŠs manual (Michigan State Tax Commision,

2014). Both data series present a strong linear trend, but presents a difference of about 20

k$ for a given capacity (see Fig. 46a). On the other hand, prices for heaters were obtained

from the commercial catalogs (ATH, 2014; PEERLESS, 2018; VIESSMANN, 2016), sho-

wing a great agreement. A bare module factor (BMF) of 1.5 were applied according to the

information presented in (COUPER et al., 2010). Operation and maintenance costs are

estimated at 0.05 and 0.025 Cents per kWh delivered of steam and hot water, respectively.
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Figure 46 Ű Investment for steam boilers and heaters, installation included.
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A.2.3 Electric Chillers

Prices for electric chillers were obtained from (TRANE, 2012) and compared with

the information of the technical communications (FPL, 2012) and (FPL, 2014), obtaining

a good agreement. Additionally, these communications also provided the operation and

maintenance costs (see Ch. 4). A bare module factor (BMF) of 1.5 were applied according

to the information presented in (COUPER et al., 2010). Additional costs associated to dis-

tribution equipment such as pumps, tanks, risers, controls, etc. are assumed as 70% of the

equipment purchase price, following the recommendation of specialists. Total investment

of these devices are presented in Fig. 47.
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Figure 47 Ű Investment for electric chillers, installation included.

A.2.4 Absorption chillers

Purchase price information of these devices were obtained from the design manual

from the brand Broad (BROAD, 2008) and compared with the information from the

fact sheet (DOE, 2017), showing a good agreement. Additionally, data concerning the

operation and maintenance costs of these devices also come from this fact-sheet, as well

as the BMF, whose value was set at 3. Total investment of these devices are presented in

Fig. 48.

A.2.5 Heat Exchangers

These devices are commonly tailored to speciĄc application requirements, according

to the Ćuids characteristics, their temperatures, Ćows, etc. although there are manufac-
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Figure 48 Ű Investment for absorption chillers, installation included.

tured exchangers involving common Ćuids, as water or steam, with a nominal exchange

capacity at a set of standard conditions. In this work it is assumed that these devices are

tailored according to the areas obtained from the thermal integration analysis, and their

prices are obtained from the website of the engineering Ąrm Matches (MATCHES, 2014).

The construction material selected was carbon steel and the rating 150 psi, enough for

the pressure levels present in the cogeneration plant. A bare module factor (BMF) of 1.9

were applied according to the information presented in (COUPER et al., 2010). Figure 49

presents the prices of heat exchangers as function of its heat transfer capacity. Operating

and maintenance costs were considered negligible.

A.2.6 Cooling Towers

As well as the heat exchangers, these devices can be tailored to meet a given set of

speciĄcations but also can be delivered as modules by demand. In this way, purchase prices
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Figure 49 Ű Investment for heat exchangers, installation included.

for cooling towers were obtained from (TRANE, 2012), assuming that the heta dissipation

can be addressed by one or more of these modules. A bare module factor (BMF) of 2.5 were

applied according to recommendation from specialists. Total investment are presented in

Fig. 50 as function of its capacity.
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Figure 50 Ű Investment for cooling towers, installation included.
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A.2.7 Thermal Storage

Finally, investment data for the thermal storage based on isolated tanks were derived

from the information presented in the report (MANGOLD; DESCHAINTRE, 2015), while

the operation and maintenance costs were obtained from the technology brief (IRENA,

2013).
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Appendix B

DEVELOPMENT OF A PROGRAM FOR THE FEASIBILITY

ASSESSMENT OF CCHP ALTERNATIVES

The purpose of the computational program CogeCalc 2 is the quick and reliable

assessment of the economic feasibility of different CCHP alternatives. It is based on the

thermodynamic simulation of different CCHP structures and operational scenarios, orien-

ted by various specialists in the area, which enables the integration of engineering criteria

commonly applied in this type of projects and reduce the solution space to those structu-

res that are feasible in practice. The development of the tool can be summarized in the

following steps:

1. Creation of multiple CCHP arrangements and selection of the more feasible scenarios

together with specialists.

2. Basic process simulation of chosen scenarios and presentation of relevant results to

the specialists.

3. Elicitation and discussion of specialistsŠ requirements, aiming the development of

a specialized computational tool for assisting the preliminary design of production

facilities implementing CCHP. This step has been done by means of periodic meet-

ings whose main purpose is the discussion, veriĄcation and validation of the results

obtained by the computational tool for its maturing and improvement.

4. Consolidation of a thermodynamic modeling tool of a multipurpose CCHP layout

that enables the simulation of multiple production scenarios, taking into account the

requirements and constraints considered by specialists and that is capable of assisting

the economic feasibility assessment of different CCHP alternatives in the practice.

The computational program used for this task is Engineering Equation Solver (EES),

which is extensively used in academic publications and is adequate for the level of detailing

required in this task. Principal CCHP specialists were convened from different Brazilian

natural gas distributors, some others from air conditioning installation companies and
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CHP equipment suppliers. It should be remarked that their main interest is to get a

useful and reliable tool for quick simulation of the CCHP layout, in such a way that its

economic feasibility can be demonstrated to potential clients. For this reason, the develop-

ment of this tool included the estimation of equipment costs, expenditures, revenues, and

other economic feasibility parameters. The key requirements transmitted by the consulted

specialist are listed as follows:

• Utilities: at the beginning of the program development, an approach focused on each

type of application was considered (i.e. a routine for hospitals, another for restaurants,

etc.), assuming that each application would present a typical set of utilities. It was

changed by a utility-focused approach, where the specialist is enabled to choose any

combination among the following utilities: electricity, cold (chilled water), steam, and

hot water.

• Equipment: specialist is allowed to add technical and cost data of CCHP equipment

to a database for further selection in the main graphical user interface of the program.

Equipment included in the database are those available as unit (i.e. generator sets, gas

turbines and microturbines, absorption chillers, etc.). Key parameters of equipment

built according to particular speciĄcations (i.e. heat exchangers, cooling towers, etc.)

should be estimated for preliminary budgeting.

• CCHP layout: It is required that program presents the CCHP layout visually to the

user (specialist) for further presentation to potential clients. Firstly, it was identiĄed

seven feasible combinations among the considered utilities, but considering the prime

movers currently available for CCHP (gas engines and gas turbines/microturbines),

there is a total of fourteen feasible combinations of CCHP utilities/prime movers.

For each combination, there are several feasible layouts, in this way, a bunch of pre-

selected layouts (about 35) were presented to the specialists for choosing those with

more applicability according to their criteria. Initially, Six layouts were chosen, but

Ąnally it was agreed that a unique Ćexible layout, capable of addressing multiple

combinations, is a better choice for encourage the utilization of the program.

• Tariff structure: Keeping in mind that the program is created as a Ąrst attempt to

get a good approximation to a proper CCHP implementation, and for maintaining



Appendix B. Development of a Program for the Feasibility Assessment of CCHP Alternatives183

the familiarity of specialists with their current methods, the program kept the use of

three load factors1: one for on-peak demand, other for off-peak demand, and another

for backup periods.

• Flexibility of use: Most of the technical and cost variables should be easily modi-

Ąable by the user, sometimes in more than one way according to the availability

of information. For example, the user has the possibility of feed the current electri-

city consumption for each informed price rate, or conversely, informing directly the

current annual electricity expenditure.

• Complementary supply: When a deĄcit a given utility supply is detected, the program

should enable the user to consider the use of complementary equipment, which can

be new or existing. For example, when there is a deĄcit of chilled water, the program

enables the selection of complementary electrical chillers and the indication if they

will be purchased or are already installed. Thermal storage is not considered within

the CCHP layout; it was considered as part of further analyses.

• Expected results: It was requested a more detailed calculation involving thermody-

namic properties and formulation. The most relevant results are those related with

the quantity of utilities supplied and consumed by the plant and its efficiency. On

the other hand, the plant initial investment estimation and annual operation expen-

ditures are presented together with the reference case for demonstrating potential

savings and the economic feasibility of the plant to the client. Additionally, results

should be organized on screen adequately in spreadsheets, in such a way that users

can understand easily the presented data. Two spreadsheets were designed: the Ąrst

for technical results divided in an overall balance, a breakdown of CHP supplies,

and a summary of suppliesŠ consumption; the second spreadsheet is for economic

preliminary feasibility data.

• Comparison with the conventional production: the comparison of results with conven-

tional production was requested aiming to the promotion of CCHP implementation,

since in this way, it is easier to show the eventual advantages of CCHP to the clients.
1 Load factor understood as the ratio between the average demand and the peak demand during

each rate period.
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• Explanatory and complementary messages: Given the number of data presented and

some other questions commonly asked by the clients, specialists requested the cre-

ation of explanatory and complementary messages according to obtained results.

Aspects like electrical/thermal parity, maximum number of equipment activated by

the available heat, etc. are covered by these customized messages.

• Constrained variables / warnings: It was requested in order to avoid invalid inputs

by the users. Each time that the user insert a value out of the valid range (e.g. 0 to 1

for molar fractions), a warning message is activated, indicating possible corrections.

Figure 51 shows the Ąrst screen of the program interface (in Portuguese) for the

CCHP layout chosen. Here the specialist (the user) inserts the main technical input data.

Each input is brieĆy described according to its number in the screen:

Figure 51 Ű First screen of CogeCalc 2 (in portuguese): technical inputs.

1. The maximum electric demand, in kW, can be informed together with three load

factors according to current tariffsŠ scheme, one for off-peak periods, one for on-peak
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periods, and the other for back-up periods. The later, considers the possibility that

the price of electricity during programmed shut-downs could be negotiated with the

supplier. value informed should exclude air-conditioning devices. Additionally, User

informs if exportation of electricity is enabled or not (check box).

2. Cooling demand, in TR, is informed similarly to the previous item, user informs the

maximum cooling demand together with the load factors required for distinguishing

periods with different electricity tariffs.

3. The average steam demand, in kg/h, together with its supply pressure, in bar (gauge).

The program only considers production of saturated steam. Additionally, the number

of steam production hours should be informed, since it can be lesser than the number

of operation hours of the generator set.

4. The average hot water demand, in m3/d and its supply temperature in ◇C.

5. The priority for using the heat from exhaust gases for producing steam/hot water,

expressed in percentage, refers to the apportioning of the heat from exhaust gases

between the steam and hot water production, once recognized the compromise bet-

ween these two thermal utilities, i.e. a lesser steam production enables a greater hot

water production and vice-versa.

6. The engine model can be selected from a drop down list, which is linked to an

external database. Technical info (e.g. exhaust gases and cooling circuit temperatures,

efficiency, etc.) is automatically updated. Additionally, user can select the number of

engines of the same model (Ąve maximum). The list exhibits he brand, the capacity

and the efficiency of each engine of the list.

7. Similarly, the model and number of hot-water-driven chillers can be informed by the

user. Technical info is automatically updated from an external database. The list

exhibits the brand, the capacity and the COP of each chiller in the list.

8. The natural gas characterization can be done, according to data availability, infor-

ming its molar composition, or through its LHV (PCI in Portuguese), in kcal/m3

together with its density, in kg/𝑚3. Furthermore, the LHV of the fuel used by auxi-

liary boiler can be input in kcal per liter.
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9. The installed capacity (if any) of electric chillers can be informed, together with its

characteristic COP. The program takes into account the use of existing devices, as

well as the purchase of new devices. Moreover, the model of new complementary

(electric) chillers can be informed through a drop down list. Technical information is

updated from an external database. The program calculates the number of chillers

of the selected model needed for covering the demand informed (if required).

10. The installed capacity (if any) of steam boilers can be informed, together with its

characteristic efficiency. User can select the fuel for this equipment. If any value is

informed, the calculation assumes that existing equipment will be used. Additionally,

the fuel and efficiency of new auxiliary boilers can be informed. Fuels available for

selection in the drop down list are natural gas, electricity and a generic ’fuel’, whose

LHV was informed in the item 8.

Next, the Ąrst economic parameters can be input through the second screen of the

program, shown in Fig. 52. Description of each item is presented according to its number.

Figure 52 Ű Second screen of CogeCalc 2 (in portuguese): economic inputs.
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1. The Dollar exchange rate should be informed, given that the main equipment is

usually quoted using this currency. Costs balances are done in Brazilian Reais (BRL).

2. Items 2 through 10 : the cost of each equipment can be informed in two ways depen-

ding on the information availability, they can be informed through a speciĄc costs in

US$ per characteristic parameter2, or informing the cost in US$ directly (check box

must be activated).

11. Other investments can be informed in US$, if necessary.

12. Items 12 through 17 : Indirect costs associated to installation, auxiliary equipment

(mechanical and electrical), control and instrumentation, civil construction and engi-

neering services are estimated through cost factors that are applied on total equip-

ment purchase cost.

18. Items 18 through 23 : They correspond to electricity, natural gas, water, and fuel

rates. Electricity rates are separated by on-peak, off-peak, and back-up periods. User

can inform different rates for the reference case (e.g. current rates) on the left column

and for the cogeneration case on the right column (e.g. if a discount applies).

24. The sales price of electricity. Similarly, value for reference case (e.g. use of photovol-

taic) could be different for the cogeneration case.

25. The minimum attractive rate of return for calculating the economic-performance

indicators of the project.

Additional economic information if gathered through the third screen of the program,

presented in Fig. 53. They refer to the current expenditures and revenues (informed in

thousands of BRLŰkR$) as well as key operation parameters of the plant. Each item is

brieĆy described according to its number.

1. Items 1 through 4 : The current expenditures related to electricity, natural gas, wa-

ter, and fuel can be informed directly. Note that they are optional, since they are

calculated from the economic information input on previous screen. It allows the user

to input global Ągures instead of detailed information.
2 Characteristic parameter is the unit used for characterizing the size of the equipment (i.e. kW

for gensets, TR for chillers, m2 for heat exchangers, and kg of steam per hour for boilers).
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Figure 53 Ű Third screen of CogeCalc 2 (in portuguese): Economic inputs (2).

5. Current maintenance and operation expenditures.

6. Other expenditures (current). This item can be used for including aspects not consi-

dered previously.

7. Maintenance and operation expenditures of the cogeneration plant (estimation).

8. Other expenditures for the cogeneration case can be estimated. This item can be

used for including aspects not considered yet.

9. Revenues obtained from electricity sales in the reference case (e.g. photovoltaic).

10. Revenues obtained from other concepts in the reference case (e.g. supply of steam to

other users). It can be used for considering aspects not considered previously.

11. Other revenues obtained from other concepts in the cogeneration case.

12. Items 12 through 15 : operational parameters of the supply plant are informed for

computing the economic performance of the project. The parameters are the lifespan
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of the plant, its availability, its annual operational hours, and the annual hours with

on-peak electricity tariff.

Once the input information is completed and the program is executed, the Ąrst

screen of results shows up to the user, as presented in Fig. 54. It corresponds to the

summary of the technical features of the plant.

Figure 54 Ű Technical results reported by CogeCalc 2 (in portuguese).

On the left side of the screen the mass and energy balances are presented. The de-

mand and the production of each utility, discriminated by equipment, are organized in

the rows, including the electricity importation from the grid. The Ąrst column presents

the balances obtained for the generator set operating at full load, while the other co-

lumns correspond to the partial balances at periods with different electricity rates, for

the reference and for the cogeneration cases. Bold rows are the consolidated balances of

each utility. On the lower part, the performance parameters of the plant are presented,

including the qualiĄcation criteria of the Brazilian electricity agency (ANEEL) and a text

Ąeld ("Affirmative" or "Negative") indicating whether the project qualiĄes or not.



Appendix B. Development of a Program for the Feasibility Assessment of CCHP Alternatives190

On the right side of the screen there is the summary of the resources imported

into the plant. The maximum demand of electricity, natural gas, fuel, and water are

presented in the upper half of the table, while the annual consumption of these resources

are organized on the lower part. Note that these quantities are presented using the units

in which they are commercialized. Columns are organized similarly to the left side of the

table.

The last screen corresponds to the economic outputs of the program and is presen-

ted in Fig. 55. On the upper right part, there is the summary of the different rates of

the resources, discriminated by periods, as well as their annual consumption (repeated

from previous screen). On the lower part it is the annual operational cost (OPEX)Ůalso

discriminated by rate periodsŮand the annual incomes derived from the sales of utilities.

Analogously, on the right side of the screen it is presented the summary of the investment,

discriminated by equipment. The column of the reference case is editable, enabling Ąnal

cost adjustments. The economic performance indicators are presented on the lower part,

they are the net present value, the payback period and the internal rate of return.

Figure 55 Ű Economic results reported by CogeCalc 2.
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Finally, a set of explanatory messages (in Portuguese) are presented (if required)

to the user. They include complementary information and some explanatory notes and

change according to the results of the program. Figure 56 shows an example of these

messages for an arbitrary application.

Figure 56 Ű Example of explanatory messages presented by CogeCalc 2.

Aspects covered by these notes are:

• Capacity of auxiliary equipment.

• Exhaust gases outlet temperature.

• Available heat used for activating absorption chillers.

• Heat dissipated at radiators of generator sets.

• Brazilian regulation category fulĄllment.

• Consistency of the informed current expenditures (informed vs calculated).

• Partial-load operation of generator sets.
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• Heat transferred at each heat exchanger.

• Portion of the available heat destined to steam production.

• Number of generator sets for following-electric-demand (FEL) operation strategy.

• Number of generator sets for following-thermal-demand (FTL) operation strategy.

• Use of auxiliary burners.



193

Appendix C

UNCERTAINTY ON THE UTILITIES’ LOAD PROFILES

The assessment of the uncertainty on the characterization of the utilities load proĄles

is carried out according to the guidelines of the Joint Committee For Guides In Metrology

(2008). Values reported correspond to the expanded uncertainty 𝑈p, calculated using the

expression 𝑈p = 𝑘p ≤ 𝑢c(𝑦), where 𝑘p is the coverage factor and 𝑢c(𝑦) is the standard

uncertainty of the output estimate y. Coverage factor adopted is the t-factor (𝑡p(Ü)) from

the t-distribution for Ü degrees of freedom, corresponding to a given probability p. Unless

otherwise indicated, the value of p is 95%. On the other hand, the evaluation of standard

uncertainty is of type A given that the proĄlesŠ characterization is based on repeated

measurements. The following sections brieĆy present the considerations taken into account

for the uncertainty assessment in each stage described in Chap. 3.

C.1 BASE TEMPERATURES FOR COOLING DEGREE-INTERVALS

The estimation of the base temperatures is done with the aid of a piecewise regres-

sion model, which is based on the least squares method and is included into the python

package SciPy (JONES; OLIPHANT, 2001). The slope of the Ąrst segment in the Ątting

function was set to 0. Outputs of the model are the coordinates of the elbow point and

the slope of the second segment of the regression. Additionally, it returns the regression

covariance matrix, from which it was possible to get the standard deviation of the regres-

sion parameters, since its main diagonal corresponds to the values of their variances. In

this case, the only parameter of interest is the abscissa of the elbow point (i.e. the base

temperature). Results obtained reported uncertainties between 0.01◇C and 0.12◇C, which

are considered insigniĄcant.

C.2 PERFORMANCE LINES OF COOLING DEGREE-INTERVALS

Linear regressions were performed using the python package statsmodels (SEA-

BOLD; PERKTOLD, 2010), which internally executes the same procedure described at

the beginning of this appendix for determining the expanded uncertainty on the estimation
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of each regression parameter. Additionally, it enables the discarding of outliers, according

to pertinent criteria; in this case, a point is discarded if the p-value corresponding to the

t-statistic of its residual is equal or greater than the conĄdence level 1⊗Ð′/(2 ≤𝑛), where n

is the sample size (bonferroni correction); Ð′ is equal to 5%. On the other hand, it reports

the p-value of the t-statistic of each estimation in order to verify its signiĄcance. The

null hypothesis was rejected for all the regressions. Table 38 presents the coefficient of

determination 𝑅2 and the number of outliers found in each regression.

Table 38 Ű Fitting of linear regressions for performance lines.

Inval Business Non-bus Inval Business Non-bus

1 h R
2 Outs R

2 Outs 1 h R
2 Outs R

2 Outs

1 0.615 1 0.683 2 21 0.733 2 0.799 1
2 0.638 2 0.662 2 22 0.729 1 0.769 1
3 0.666 3 0.650 2 23 0.706 1 0.748 1
4 0.683 4 0.651 2 24 0.687 2 0.741 2
5 0.706 4 0.630 1 3 h

6 0.666 1 0.580 0 1 0.669 3 0.682 2
7 0.650 2 0.594 3 2 0.720 3 0.660 2
8 0.824 3 0.594 5 3 0.846 3 0.665 3
9 0.842 2 0.731 4 4 0.806 2 0.732 2
10 0.805 2 0.687 3 5 0.799 2 0.718 2
11 0.791 3 0.693 2 6 0.765 2 0.741 3
12 0.788 0 0.750 1 7 0.620 1 0.815 0
13 0.778 0 0.714 2 8 0.719 0 0.750 0
14 0.796 2 0.707 2 12 h

15 0.760 1 0.731 3 1 0.841 1 0.768 1
16 0.735 1 0.675 4 2 0.745 1 0.770 1
17 0.750 2 0.722 3 Day 0.880 0 0.831 0
18 0.823 0 0.808 3
19 0.758 1 0.731 0 Week 0.829 2
20 0.656 1 0.801 0 Month 0.817 1

C.3 STEAM PRODUCTION

The production of steam is calculated as the product of the fuel input 𝐸f (kW) and

the boiler efficiency Öbol. Since both variables were considered uncertain, it follows that

standard uncertainty of the steam production 𝑢h
c,sp of a given hour ℎ of the day is equal

to the combined uncertainty according to the relation:
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𝑢2
c(𝑦) =

N∑︁

i=1

⎟

𝜕𝑓

𝜕𝑥i

⟨2

𝑢2(𝑥i) 𝑌 = 𝑓(𝑋1, 𝑋2, ..., 𝑋N)

∴ 𝑢h
c,sp =

√︂
⎞

𝐸h
f

⎡2

≤ (𝑢c,ηbol
)2 + (Öbol)

2 ≤
⎞

𝑢h
c,Ef

⎡2

where 𝐸h
f is the mean of the fuel input collected during hour ℎ, 𝑢c,ηbol

is the standard

uncertainty of the boiler efficiency (this measure is estimated as a weighted meanŮsee

Chap. 3), and 𝑢h
c,Ef

is the standard uncertainty of the fuel input readings during hour ℎ

of the day. On the other hand, the effective degrees of freedom, Üeff , used for obtaining

the coverage factor is calculated according to the following expression:

𝑢4
c(𝑦)

Üeff

=
N∑︁

i=1

𝑐4
i ≤ 𝑢4

i (𝑦)
Üi

; 𝑐i ⊕
𝜕𝑓

𝜕𝑥i

∴ Üh
eff =

⎞

𝑢h
c,sp

⎡4

⎞

𝐸h
f ≤ 𝑢h

c,ηbol

⎡4

Üηbol

+

⎞

Öbol ≤ 𝑢h
c,Ef

⎡4

ÜEf

C.4 STEAM DEMAND

Steam demand is calculated as the difference between the steam production and the

hot water demand. Thus, the standard uncertainty of the steam demand 𝑈h
c,st during a

given hour ℎ of the day is equal to the combined uncertainty expressed in the following

equation:

𝑢h
c,st =

√︂
⎞

𝑢h
c,sp

⎡2

+
⎞

𝑢h
c,hw

⎡2

where 𝑢h
c,hw is the standard uncertainty of the hot water demand during hour ℎ of

the day. Finally, for the calculation of the expanded uncertainty 𝑈h
p,st is calculated using

the coverage factor 𝑘p obtained for the effective degrees of freedom Üh
eff , according to the
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following expression:

Üh
eff =

⎞

𝑢h
c,st

⎡4

⎞

𝑢h
c,sp

⎡4

Üsp

+

⎞

𝑢h
c,hw

⎡4

Ühw

where Üsp and Ühw correspond to the degrees of freedom of the steam production

data and hot water demand data, respectively.
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