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RESUMO

Esta tese explora o comportamento transiente de plantas de produção de potência com
fontes intermitentes de calor, dióxido de carbono supercrítico (s-CO2) como fluido de
transferência de calor (HTF), ciclos Brayton e sistemas de armazenamento de energia
térmica (TES). Este documento compreende três estudos intercomplementares principais.
Primeiro, a tese discute o comportamento transiente de um ciclo de Brayton recuperativo
utilizando s-CO2, que inclui TES sólido e sistema de armazenamento de massa. O com-
portamento transiente do ciclo é promovido através de um perfil de temperatura da fonte
de calor que imita o de uma planta híbrida (usina solar assistida por combustível fóssil) –
ou seja, um perfil idealizado de temperatura semelhante ao fluxo solar associado a uma
linha base constante. Para permitir as discretizações espacial e temporal dos principais
componentes do ciclo, foram desenvolvidas rotinas numéricas em volumes finitos. Em
segundo lugar, o comportamento transiente de um sistema TES packed-bed cilíndrico com
s-CO2 é investigado. O modelo numérico 1-D desenvolvido é responsável pela troca de
calor entre o meio poroso e o HTF através de uma formulação de duas temperaturas,
permitindo o cálculo das perdas de carga e de calor para o ambiente derivadas do es-
coamento de fluido pelo do tanque do TES. A análise termo-hidráulica investiga, por
pontos de vista paramétrico e de otimização, os efeitos de parâmetros operacionais e de
projeto, como tamanho do tanque e sua razão de aspecto, tamanho das partículas do meio
poroso, temperatura de carregamento, ciclos de carga e descarga. Em terceiro lugar, é
apresentada uma avaliação econômica e ambiental da viabilidade de um sistema integrado
composto por campo de energia solar concentrada (CSP), bloco de potência e sistema TES
packed-bed considerando s-CO2 como HTF. A análise considera dados de ano meteorológico
típico (TMY) para determinar os custos anuais de produção de energia de uma usina
de ∼ 10 MW, também usando a abordagem do custo nivelado de energia (LCOE). Com
base em análises paramétricas, combinações de tamanhos de campo solar e sistema TES
são estudadas enquanto considerando custos de equipamentos, operação e manutenção,
aquecimento auxiliar e ambientais. Sobre a primeira parte, a análise mostra que os efeitos
inerciais térmicos são capazes de alterar drasticamente a produção das plantas, já que
o sistema pode requerer vários dias para atingir um padrão operacional periódico repre-
sentativo, e que as hipóteses de regime permanente e de processo quase estático devem
ser cuidadosamente consideradas quando um sistema TES é empregado. Além disso, se
utilizado um controle adequado para os processos de carga e descarga do TES, seu uso
pode estender significativamente a produção da planta, permitindo um melhor ajuste ao
perfil de demanda. Sobre a segunda parte, os resultados sugerem claramente as tendências
de design para sistemas TES packed-bed com s-CO2, mostrando que não apenas a eficiência
termo-hidráulica combinada de carga-descarga do sistema TES é altamente dependente
dos parâmetros de projeto e operação, mas também que ele pode ser otimizado com relação
a tais parâmetros. Sobre a terceira parte, a avaliação exploratória encontrou tendências
econômicas para a planta integrada. Embora as soluções com o sistema TES packed-bed

possam não ter melhorado o LCOE em comparação com as respectivas referências, a
avaliação geral revelou não apenas a possível viabilidade do sistema integrado usando
essa opção de TES com s-CO2, mas também evidenciou caminhos para exames mais
aprofundados, como otimização multiobjetivo também considerando aspectos ambientais.

Keywords: Dióxido de carbono supercrítico, Simulação transiente, Armazenamento de
energia térmica, Packed-bed, Análise paramétrica & otimização, Avaliação econômica.





RESUMO EXPANDIDO

Introdução
A importância de estudar, desenvolver e otimizar sistemas de produção de energia depende
não apenas de aspectos econômicos e técnicos, mas também de preocupações ambientais.
Consequentemente, o estudo sobre fluidos de trabalho para de ciclos de potência vem sendo
impulsionado. Neste sentido, o dióxido de carbono supercrítico (s-CO2) destaca-se cada vez
mais devido às variações de suas propriedades termofísicas quando próximo do seu ponto
crítico termodinâmico – o qual ocorre em baixa temperatura e pressão moderada (∼31 ◦C
e ∼7.4 MPa [1–4]) – ao seu baixo impacto ambiental – o CO2 pode ser considerado como
possuindo baixo potencial de aquecimento global e de destruição da camada de ozônio [1] –
e a permitir altos níveis de compacticidade para sistemas térmicos [5–7].

Motivados pela crescente demanda de energia, numerosos estudos têm considerado ciclos de
potência utilizando s-CO2, com foco especial no atual estado da arte de equipamentos para
altas pressão e temperatura [8]. Embora o s-CO2 tenha sido proposto inicialmente como
fluido de transferência de calor (HTF) para beneficiar sistemas nucleares [5], nos últimos
anos, plantas de energia solar concentrada (CSP) começaram a focar tal HTF. Tal interesse
visa aproveitar características inerentes ao uso do s-CO2, as quais incluem altos valores
de eficiência, escoamento monofásico, aquecimento direto, arrefecimento a seco [9–13].
Além disso, esse HTF é atóxico, térmica e quimicamente estável, apresenta baixo custo e
características desejáveis em relação à transferência de calor e à perda de carga [14–17].
Além disso, o limite de temperatura operacional comumente atribuído a fluidos de transfe-
rência de calor comerciais para CSP (e.g., a temperatura de degradação de óleos térmicos)
pode ser superado usando s-CO2 [18, 19]. No entanto, desafios tecnológicos intrínsecos
ainda estão presentes ao se considerar fluidos de trabalho em condições supercríticas, os
quais impedem a completa implantação comercial de ciclos utilizando s-CO2. Estudos já
consideraram diferentes fontes de calor, configurações de ciclo e componentes [5,6,16,20–25]
visando ao desenvolvimento de melhores ciclos de potência, e.g., Refs. [14,21]. Entre as
linhas de pesquisa que consideram s-CO2, os estudos têm se concentrado na otimização de
ciclos [26, 27], comparações com outros fluidos de trabalho [22], aspectos econômicos [28],
análise exergética [14].

Considerando as possíveis variabilidade sazonal e incerteza de disponibilidade de fontes
renováveis de energia, os precisos projeto e avaliação de sistemas alimentados por elas, como
plantas solares, exigem que os ciclos térmicos sejam modelados em condições transientes.
Apesar desta clara necessidade de modelagem dependente do tempo, a literatura mostra
que esses sistemas são normalmente modelados como processos quase-estáticos ou em
regime permanente, e.g., Refs. [16,29]. Embora os resultados obtidos com tal formulação
possam servir como indicadores do comportamento de um sistema ao longo do tempo, eles
podem falhar para explicar completamente aspectos relacionados à resposta temporal.

Sistemas de armazenamento de energia térmica (TES) e hibridação com fontes de calor
convencionais estão sendo estudados para melhorar a estabilidade produtiva de plantas
térmicas de fontes intermitentes. Focando o primeiro, dentre várias abordagens, a literatura
atual aponta sistemas packed-bed e de duplo tanque como duas alternativas promissoras para
TES com s-CO2. Especificamente sobre sistemas packed-bed, eles foram convencionalmente
projetados para trabalhar com ar comprimido, o qual permite simulações mais fáceis



e apresenta desempenho termo-hidráulico bem documentado [30–33]. Então, aspectos
particulares diretamente relacionados ao s-CO2 ainda estão indisponíveis (por exemplo,
parâmetros de design e operacionais), o que faz previsões técnicas e econômicas sobre o
comportamento desse sistema serem ainda incertas. Embora estudos tenham indicado a
compatibilidade de soluções TES packed-bed com s-CO2, vários autores enfatizaram que
essas aplicações ainda enfrentam grandes barreiras técnicas [34].

Tendo em vista os potenciais benefícios associados ao s-CO2, esta tese pretende explorar
e estudar o desempenho transiente de ciclos de potência e sistemas TES usando tal
fluido com foco em aplicações CSP, por meio de simulação, análise e otimização. Assim,
este documento compreende três estudos intercomplementares principais, os quais são
apresentados em seis capítulos e um apêndice. O Capítulo 1 introduz e contextualiza
o trabalho, apresentando seus objetivos e a estrutura do documento. O Capítulo 2 é
dedicado à revisão da literatura, no qual, inicialmente, atenção especial é dada ao CO2

como fluido de trabalho para ciclos térmicos e, depois, é apresentada uma revisão de
trabalhos relevantes selecionados. O Capítulo 3 é dedicado a apresentar a metodologia
e os resultados do primeiro estudo, o qual trata das análise e otimização transientes de
um ciclo Brayton recuperativo auxiliado por sistemas TES sólido e de armazenamento de
massa. Da mesma forma, o Capítulo 4 apresenta a metodologia e os resultados do segundo
estudo, o qual trata do mapeamento de desempenho de um sistema TES packed-bed para
plantas CSP utilizando s-CO2. Consequentemente, o Capítulo 5 apresenta a metodologia
e os resultados do terceiro estudo, o qual trata da avaliação econômica e ambiental de
um campo solar integrado a um sistema TES packed-bed e a um bloco de potência, todos
utilizando s-CO2. Em seguida, o Capítulo 6 é dedicado às conclusões e sugestões para
trabalhos futuros. E, finalmente, o Apêndice A apresenta detalhadamente o processo para
obter a expressão geral da equação de energia usada nos três estudos que compõem esta
tese.

Objetivos
O objetivo global desta tese é o desenvolvimento de conhecimento, sob pontos de vista
termodinâmico e numérico, acerca do desempenho transiente de ciclos Brayton utilizando
s-CO2 acoplados a sistemas TES com foco em plantas CSP. A fim de alcançar o objetivo
global deste trabalho, os seguintes objetivos específicos são considerados:

• Fornecer uma ampla visão geral sobre o desempenho termo-hidráulico transiente de
plantas CSP utilizando s-CO2 e sistemas TES;

• Contribuir com a literatura, explorando o know-how ainda incipiente sobre soluções
TES com s-CO2;

• Estudar numericamente o desempenho transiente de um ciclo Brayton utilizando
s-CO2 e sistema TES, incluindo aspectos-chave como estratégia de controle do sistema
e parâmetros de construção do TES;

• Abordar, através de pontos de vista paramétrico e de otimização, a lacuna tecnológica
sobre o desempenho termo-hidráulico de dispositivos TES packed-bed utilizando s-CO2

para plantas CSP;

• Avaliar econômica e ambientalmente a viabilidade de uma planta CSP utilizando s-
CO2 e sistema TES packed-bed através de simulação numérica transiente, considerando
dados meteorológicos reais.



Metodologia
Primeiro, a tese discute o comportamento transiente de um ciclo de Brayton recuperativo
utilizando s-CO2, que inclui TES sólido e sistema de armazenamento de massa. O compor-
tamento transiente do ciclo é promovido através de um perfil de temperatura da fonte de
calor que imita o de uma planta híbrida (e.g., usina solar assistida por combustível fóssil) –
ou seja, um perfil idealizado de temperatura semelhante ao fluxo solar associado a uma
linha base constante. Para permitir as discretizações espacial e temporal dos principais
componentes do ciclo, foram desenvolvidas rotinas numéricas em volumes finitos. Em
segundo lugar, o comportamento transiente de um sistema TES packed-bed cilíndrico com
s-CO2 é investigado. O modelo numérico 1-D desenvolvido é responsável pela troca de
calor entre o meio poroso e o HTF através de uma formulação de duas temperaturas,
permitindo o cálculo das perdas de carga e de calor para o ambiente derivadas do es-
coamento de fluido pelo do tanque do TES. A análise termo-hidráulica investiga, por
pontos de vista paramétrico e de otimização, os efeitos de parâmetros operacionais e de
projeto, como tamanho do tanque e sua razão de aspecto, tamanho das partículas do meio
poroso, temperatura de carregamento, ciclos de carga e descarga. Em terceiro lugar, é
apresentada uma avaliação econômica e ambiental da viabilidade de um sistema integrado
composto por campo de energia solar concentrada (CSP), bloco de potência e sistema TES
packed-bed considerando s-CO2 como HTF. A análise considera dados de ano meteorológico
típico (TMY) para determinar os custos anuais de produção de energia de uma usina
de ∼ 10 MW, também usando a abordagem do custo nivelado de energia (LCOE). Com
base em análises paramétricas, combinações de tamanhos de campo solar e sistema TES
são estudadas enquanto considerando custos de equipamentos, operação e manutenção,
aquecimento auxiliar e ambientais.

Resultados
Sobre a primeira parte, a análise mostra que os efeitos inerciais térmicos são capazes de
alterar drasticamente a produção das plantas, já que o sistema pode requerer vários dias
para atingir um padrão operacional periódico representativo, e que as hipóteses de regime
permanente e de processo quase estático devem ser cuidadosamente consideradas quando
um sistema TES é empregado. Além disso, se utilizado um controle adequado para os
processos de carga e descarga do TES, seu uso pode estender significativamente a produção
da planta, permitindo um melhor ajuste ao perfil de demanda. Sobre a segunda parte,
os resultados sugerem claramente as tendências de design para sistemas TES packed-bed

com s-CO2, mostrando que não apenas a eficiência termo-hidráulica combinada de carga-
descarga do sistema TES é altamente dependente dos parâmetros de projeto e operação,
mas também que ele pode ser otimizado com relação a tais parâmetros. Sobre a terceira
parte, a avaliação exploratória encontrou tendências econômicas para a planta integrada.
Embora as soluções com o sistema TES packed-bed possam não ter melhorado o LCOE em
comparação com as respectivas referências, a avaliação geral revelou não apenas a possível
viabilidade do sistema integrado usando essa opção de TES com s-CO2, mas também
evidenciou caminhos para exames mais aprofundados, como otimização multiobjetivo
também considerando aspectos ambientais.

Palavras-chave: Dióxido de carbono supercrítico (s-CO2), Simulação transiente, Ar-
mazenamento de energia térmica (TES), Packed-bed, Análise paramétrica & otimização,
Avaliação econômica.





ABSTRACT

This dissertation explores the transient behavior of intermittent-heat-sources-based power
plants using supercritical carbon dioxide (s-CO2) as heat transfer fluid (HTF), Brayton
cycles, and thermal energy storage (TES) systems. This document comprises three main
inter-complementary studies. First, this dissertation discusses the transient behavior of an
s-CO2 recuperative Brayton cycle, which includes solid TES and mass storage systems.
The cycle time-dependent behavior is promoted through a heat source temperature profile
mimicking that of a hybrid power plant (fossil-assisted solar plant) – i.e., an idealized solar-
radiation-flux-like temperature profile on top of a constant baseline. For allowing spatial
and temporal discretizations of key components of the cycle, finite-volume numerical
routines were specifically developed. Secondly, the transient behavior of a cylindrical
s-CO2-based packed-bed TES system is investigated. The 1-D numerical model developed
accounts for the heat exchange between the porous medium and the HTF through a
two-temperature formulation, thus allowing the calculation of the pressure drop and the
heat loss to the environment derived from the fluid flow through the TES tank. The
thermal-hydraulic analysis investigates, from parametric and optimization standpoints, the
effects of design and operational parameters, such as the tank size and aspect ratio, the
porous medium particle size, the charging temperature, the charging-discharging cycling.
Thirdly, an economic assessment on the feasibility of a concentrated solar power (CSP)
plant composed of solar field, power block, and packed-bed TES system considering s-CO2

as HTF is presented. The analysis considered typical meteorological year (TMY) data
for determining the annual costs of producing energy in a ∼ 10 MW plant also using
the levelized cost of energy (LCOE) approach. By drawing upon parametric analyses,
combinations of solar field and TES sizes are studied while considering equipment, operation
and maintenance, auxiliary heating, and environmental costs. From the first part, the
analysis shows that the thermal inertial effects are capable of drastically changing the
power delivery of the cycles because the overall system might require several days to
reach a periodic representative operational pattern, which suggests that steady-state
and quasi-steady-state hypotheses must be carefully considered when a TES system
is employed. Moreover, if a proper control strategy is used for the TES charging and
discharging processes, its use can significantly extend the cycle power output delivery
allowing a better fitting to the demand profile. From the second part, the results clearly
suggest design trends for s-CO2-based systems, showing that not only the thermal-hydraulic
charging-discharging combined efficiency of the TES unit is highly dependent on design and
operation parameters, but also that it can be optimized with respect to such parameters.
From the third part, the exploratory assessment found economic trends for the integrated
plant. Although the solutions with the packed-bed TES system might have not improved
the LCOE in comparison to the respective references, the overall examination revealed the
possible feasibility of the integrated system using such a TES technology for s-CO2 and
evidenced several venues for further examination, such as multi-objective optimization
also regarding environmental aspects.

Keywords: Supercritical carbon dioxide (s-CO2), Transient simulation, Thermal energy
storage, Packed-bed, Parametric analysis & optimization, Economic assessment.
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D

= 1 kg/s,

∆T
F,OutC

= 15 ◦C, and ∆T
F,OutD

= 100 ◦C. . . . . . . . . . . . . . . 133

Figure 32 – Respective discharging time mapping to Fig. 31. . . . . . . . . . . . . . 135



Figure 33 – Combined efficiency and discharging time (top plot), and time-averaged

thermal power released by the porous medium (Solid) and absorbed by

the fluid (Fluid) during the discharging process (bottom plot) versus

the storage aspect ratio for a fixed storage volume of V = 7.5 m3

considering: T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
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D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C, and

∆T
F,Out,D

= 100 ◦C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Figure 43 – Combined efficiency (and its deviation) versus charging-discharging

cycles for various L and D combinations considering T
C

= 550 ◦C,

d = 3 mm, ε = 0.35, ṁ
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Ẇ Power produced/consumed [W]

~ Volumetric convection heat transfer coefficient [W/(m3 · K)]

A Area [m2]

b Specific cost [US$/(kg or J)]

C Cost [US$]

c Mass-specific heat at constant pressure [J/(kg · ◦C)]

D Diameter, bed diameter [m]

d Particle (sphere) diameter [mm]

DNI Direct normal irradiation [W/m2]

dr Discount rate [%/yr]

e Friction factor, mass-specific internal energy [–, J/kg]

G Mass flow rate per unit of cross section area [kg/(m2 · s)]

g Enthalpy-temperature coupling factor [(K · kg)/J]

h Convection heat transfer coefficient [W/(m2 · K)]

I Solar irradiation [W/m2]



i Mass-specific enthalpy [J/kg]

j Given time step [–]

k Thermal conductivity [W/(m · K)]

L Length [m]

l Generic length [m]

LCOE Levelized cost of energy [US$/MWh]

LHV Lower heating value [J/kg]

LT Lifetime [yr]

N Number of divisions/tubes of the TES, number of elements [–]

n Number of particles/scaling factor [–]

P Pressure [Pa]

p Perimeter [m]

R Thermal resistance [K/W]

r Radial length [m]

S Size metric [m2, W, W/K]

s Mass-specific entropy [J/(kg · K)]

SM Solar multiple [–]

T Temperature [K, ◦C]

t Time [s]

u Velocity [m/s]

UA Global conductance [W/K]

V Volume [m3]

v Mass-specific volume [kg/m3]

W Energy produced/consumed [J]

x Mass flow rate fraction [–]



z Axial distance [m]

f Factor [–]

Subscripts and Superscripts

α Equation general subindex

∆P Pressure drop

* Normalized

0 Previous time step

1,2,... Counters

a Approximated

ac Acceleration

Adiab Adiabatic

Aper Aperture

Aux Auxiliary

b Iteration counter, indexer, beam

Bypass Bypass

C Compressor, charging

Cd Conduction

Co Cooler

Coll Collector

Comb Combined

Crit Critical

Cv Convection

D Diameter/bed diameter as characteristic length, discharging

d Particle (sphere) diameter as characteristic length

Dec Decoupled



E East node

e East interface

eff Effective

EG Electric generator

Env Environmental

eq Equivalent

Equip Equipment

Ext External

F Fluid

g Ground

H Hot

He Heater

HEx Heat exchanger

High High

HSi Heat sink

HSo Heat source

HT Heat transfer

Hyd Hydraulic

I Refers to the 1st law of thermodynamics, idle

i Indexer, insulation

In Inlet

Int Internal

Iso Isentropic

Lid Lid

LMTD Logarithmic mean temperature difference



Loss Loss

Low Low

Max Maximal

Min Minimal

Mirror Mirror

MO Maintenance & Operation

MS Mass Storage

Net Net

NG Natural gas

Opt Optimal

Out Outlet

P Current node

part Particle

PB Power block

Pe Péclet number

Pump Pump/compressor

r Reduced, radial direction

Ra Radiation

Rec Receiver

Rec Recuperator

ref Reference

rss Radiative surface to surface

rvv Radiative void to void

S Solid

SF Solar field



Site Site

st Steel

stag Stagnated

Sto Stored

T Turbine

TES Thermal energy storage

Total Total

Trans Transversal

W West node

w West interface

Wall Wall

z Axial interface

Miscellaneous

¯ Averaged value

〈 〉 Time-averaged value

⌈ ⌉ Ceiling value

⌊ ⌉ Rounded value

~ Vector designator

f Function of

Non-dimensional numbers

Bi Biot number

Nu Nusselt number

Pe Péclet number

Pr Prandtl number

Re Reynolds number



CONTENTS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

1.1 OBJECTIVES OF THE PRESENT WORK . . . . . . . . . . . . . . . . . 44

1.1.1 Global objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1.1.2 Specific objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

1.2 STRUCTURE OF THE DISSERTATION . . . . . . . . . . . . . . . . . . 44

2 LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . 47

2.1 HISTORICAL ASPECTS ON CO2 APPLIED TO THERMAL CYCLES 47

2.2 CRITICAL POINT AND SUPERCRITICAL STATE . . . . . . . . . . . . 47

2.3 CO2 AS WORKING FLUID . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.4 SELECTED WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3 TRANSIENT ANALYSIS AND OPTIMIZATION OF A RECU-

PERATIVE SUPERCRITICAL CO2 BRAYTON CYCLE ASSISTED

BY SOLID TES AND MASS STORAGE SYSTEMS . . . . . . . . 57

3.1 METHODOLOGY AND MODELING . . . . . . . . . . . . . . . . . . . . 57

3.1.1 System modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.1.2 Main routine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.1.3 Heat exchanger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.1.4 Thermal energy storage (TES) system . . . . . . . . . . . . . . . . . 69

3.1.5 Mass storage system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.1.6 Heat transfer correlations . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.1.7 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.2 RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.2.1 Transient influence of the TES system on the power cycle . . . . . 77

3.2.2 1st law efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.2.3 The influence of the thermal conductivity of the TES medium . . 87

3.2.4 Mass storage device and the complexity of the TES system . . . 88



4 PERFORMANCE MAPPING OF PACKED-BED THERMAL

ENERGY STORAGE SYSTEMS FOR CONCENTRATED SOLAR-

POWERED PLANTS USING SUPERCRITICAL CO2 . . . . . . 91

4.1 METHODOLOGIES FOR MODELING AND EVALUATION . . . . . . . 92

4.1.1 System modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.1.2 Modeling of the packed-bed TES device . . . . . . . . . . . . . . . . 95

4.1.3 Fluid energy equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.1.4 Solid energy equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.1.5 Linearization of the solid mass-specific internal energy . . . . . . . 103

4.1.6 Solid effective thermal conductivity . . . . . . . . . . . . . . . . . . . 104

4.1.7 Volumetric heat transfer coefficient . . . . . . . . . . . . . . . . . . . 106

4.1.8 Pressure drop correlation . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.1.9 Wall and lids energy equations . . . . . . . . . . . . . . . . . . . . . . 108

4.1.10 Wall heat transfer coefficient . . . . . . . . . . . . . . . . . . . . . . . 113

4.1.11 Numerical routines for the TES system . . . . . . . . . . . . . . . . 114

4.1.12 TES power balance equations . . . . . . . . . . . . . . . . . . . . . . . 119

4.1.13 Spatial and temporal discretization independences . . . . . . . . . 121

4.1.14 Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

4.1.15 Charging and discharging processes of the TES system and their

efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

4.2 RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

4.2.1 The influence of the HTF on the performance of the TES device 130

4.2.2 Parametric analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.2.3 Thermal losses: insulation thickness and thermal dispersion . . . . 144

4.2.4 Optimization of the TES device with regard to its charging tem-

perature and overall dimensions . . . . . . . . . . . . . . . . . . . . . 146

4.2.5 Charging-discharging cycling of the TES device . . . . . . . . . . . 148

5 ECONOMIC-ENVIRONMENTAL ASSESSMENT AND OPTI-

MIZATION OF A CO2 SOLAR-POWERED PLANT WITH PACKED-

BED THERMAL ENERGY STORAGE . . . . . . . . . . . . . . . 153



5.1 METHODOLOGY FOR THE SYSTEM MODELING AND EVALUATION 153

5.1.1 Integrated system and its numerical routine . . . . . . . . . . . . . 154

5.1.2 Power block . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.1.3 Solar field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

5.1.4 Packed-bed TES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.1.5 System economics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

5.2 RESULTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

6 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.1 FUTURE WORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Appendix A ENERGY CONSERVATION EQUATION . . . . . . . 191





41

1 INTRODUCTION

The importance of studying, developing, and optimizing power production systems,

such as thermal power cycles, relies not only on economic and technical aspects but also

on environmental concerns. Consequently, the study of advanced working fluids for such

applications is gaining momentum. Supercritical carbon dioxide (s-CO2) is increasingly

standing out as a heat transfer fluid (HTF) mainly because of

• the variations of its thermophysical properties in the vicinity of its thermodynamic

critical point, which occurs at low temperature and moderate pressure (∼31 ◦C and

∼7.4 MPa) [1–4];

• its low environmental impact, which is comparable to water and lower than competi-

tors, such as ethane – e.g., CO2 may be considered to have low global warming and

ozone depletion potentials [1];

• the high compactness levels it enables for thermal systems [5–7].

Motivated by the growing need for large-scale methods of electric power generation,

numerous studies have drawn attention to s-CO2-based power cycles while also focused

on high-pressure and high-temperature equipment [8]. Though s-CO2 has been initially

proposed as a HTF to benefit nuclear reactors systems [5], in recent years, concentrated

solar power (CSP) plants started considering such an HTF due to the possibility of

they taking advantage of its inherent features, which include, for instance, high-efficiency

values, one-phase flow, direct heating, dry cooling [9–13]. Moreover, this HTF presents

sought-through characteristics, such as being non-toxic, thermally and chemically stable,

having low cost and favorable heat transfer and pressure drop characteristics [14–17].

Furthermore, the operating temperature limit commonly assigned to commercial options

of HTF for CSP – e.g., the degradation temperature of thermal oils – may be outweighed

using s-CO2 [18, 19].

Nevertheless, intrinsic technological challenges are still present when considering

working fluids at supercritical conditions, which prevent the full commercial deployment
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of s-CO2-based cycles. For instance, leakages, which are accentuated by the expected

large pressures differences in such systems, are a major concern to conventional parabolic

trough collectors operating with s-CO2 [19] and new tower receivers are only at design

stage [36,37]. Also, heat exchangers, turbo-alternator-compressors, and parabolic trough

collectors designed for s-CO2 have mostly been tested only at laboratory scale [19, 38].

Several thermal power systems using s-CO2 have been investigated; researchers

have considered different heat sources, cycle configurations and components [5,6, 16,20–

25] aiming at the development of better and deployable on-demand power cycles, e.g.,

Refs. [14,21]. Amongst the research lines considering s-CO2, studies have focused on the

optimization of power cycles [26,27], comparisons with other working fluids [22], economic

aspects [28], and exergetic analysis [14].

The precise design and evaluation of systems powered by intermittent renewable

energy sources, such as CSP plants, require them to be modeled under transient conditions

while considering the seasonal variability and availability uncertainty of such energy sources.

Despite the clear requirement for time-dependent modeling, the literature shows that

such systems are mostly modeled as quasi-steady-state or steady-state processes, e.g.,

Refs. [16, 29].

In general, quasi-steady-state modeling assumes that time-dependent variables are

subjected to questionable time-equilibrium parameters [39]. Hence, it is assumed that

during the heat source availability period (the hours comprehended between sunrise and

sunset for solar-based plants, for instance), the system operates as a sequence of quasi-

steady-state processes. A major advantage of this formulation is that the time-dependency

may be simply included by varying the system boundary condition (the solar radiation

flux with time) through a series of discrete steps. While the results generated under this

formulation may provide indicatives of the system behavior over time, they may fail to

account for important aspects, such as thermal inertia and time response of the different

system components. Because of that, the evident alternative solution is modeling the

system through fully transient processes. Obviously, for a solar-powered thermal cycle,

this requires key components to be modeled as time-dependent, as well as the working

fluid inventory to be accounted for at all times.
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When dealing with solar-powered plants, thermal energy storage (TES) systems

and hybridization with conventional heat sources are the favored approaches explored for

increasing energy dispatchability. Both are used for dealing with the short-term variability

of the solar resource due to atmospheric dynamics and long-lasting cloudy periods and

nights while ensuring the stability of the producing processes and boosting the solar

fraction of energy deployed. Focusing on the former, several alternatives are being studied,

such as molten salts, thermal oils, concrete, phase-change materials, packed-bed.

Additional unknowns associated with the use of s-CO2 in solar-powered plants

concern specifically TES solutions. Amongst the available TES technologies, the current

literature points towards packed-bed and two-tank systems as two promising alternatives.

Specifically on packed-bed TES systems, they have been conventionally designed for

working with compressed air, which allows for easier simulations and has well-documented

thermal-hydraulic performance [30–32]. However, when dealing with high-pressure and

high-temperature working conditions (possibly away from the Widom-line), it may be

argued that the performance trends for s-CO2-based TES systems may be expected to

follow those for air-based ones, which are well known. Nonetheless, the lower viscosity

and larger mass-specific heat at constant pressure and volume-specific mass that are

familiar to s-CO2 may substantially influence the TES performance through larger heat

transfer coefficients and smaller pressure drops. Hence, particular aspects directly related

to thermal storage for s-CO2 are still mostly unavailable (e.g., design and operational

parameters), which makes technical and economic predictions uncertain regarding the

behavior of these systems. Besides, it is usual to only account for the dependence of the TES

system on the power block indirectly. Although studies have indicated the compatibility

of packed-bed TES solutions with s-CO2, a number of authors have emphasized that such

applications still face major technical barriers, especially because of the high pressures

generally considered (& 25 MPa) [34].

Aware of the potential benefits associated with s-CO2, this dissertation intends to

further explore and study the transient performance of power cycles and TES systems

using such an HTF while focusing on CSP applications through simulation, analysis, and

optimization. Furthermore, the beginning of each of the studies composing this dissertation



44

presents details on its contributions and novelty aspects.

1.1 OBJECTIVES OF THE PRESENT WORK

1.1.1 Global objective

The global objective of this dissertation is the development of knowledge, from

thermodynamic and numerical standpoints, on the transient performance of s-CO2 Brayton

power cycles coupled to TES systems focusing on CSP-powered plants.

1.1.2 Specific objectives

In order to accomplish the global objective of this work, the following specific

objectives are considered:

• To provide a broad overview of the transient thermal-hydraulic performance of s-CO2

CSP-based plants with TES systems;

• To contribute to the literature by exploring the yet incipient know-how regarding

s-CO2 TES solutions;

• To numerically study the transient performance of s-CO2 Brayton cycle with TES sys-

tem while including key aspects such as system control strategy and TES construction

parameters;

• To address, from parametric and optimization standpoints, the technology gap

regarding the thermal-hydraulic performance of s-CO2-oriented packed-bed TES for

CSP-powered plants;

• To economically and environmentally assess the feasibility of an integrated s-CO2

CSP-plant with a packed-bed TES system through transient numerical simulation

while considering actual time-dependent meteorological data.

1.2 STRUCTURE OF THE DISSERTATION

This dissertation comprehends three inter-complementary studies, which are pre-

sented in six chapters and one appendix. Apart from this introduction, the five remaining
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chapters and the appendix are individually commented below.

Chap. 2 is dedicated to the literature review. Initially, special attention is given

to CO2 as working fluid for thermal cycles; then, a review of selected relevant works

is presented. Chap. 3 is dedicated to present the methodology and the results of the

first study, which deals with the transient analysis and optimization of a recuperative

Brayton cycle assisted by solid TES and mass storage systems. Similarly, Chap. 4 presents

the methodology and the results of the second study, which deals with the performance

mapping of a packed-bed TES system for CSP plants using s-CO2. Consequently, Chap. 5

presents the methodology and the results of the third study, which deals with the economic

assessment of an integrated s-CO2-based CSP plant composed of solar field, packed-

bed TES system, and power block. Then, Chap. 6 is dedicated to the conclusions and

suggestions for future works. Finally, Appx. A presents in detail the process for obtaining

the energy equation general expression used throughout the three main studies of this

dissertation.
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2 LITERATURE REVIEW

This chapter is dedicated to the literature review. First, CO2 as working fluid is

presented from historical and technical standpoints, brief discussions on the critical point

and supercritical state are presented, and, finally, a review of selected works is detailed.

2.1 HISTORICAL ASPECTS ON CO2 APPLIED TO THERMAL CYCLES

By the end of the nineteenth century, CO2 was used in commercial refrigeration; air

conditioning systems in theaters, hospitals, and where toxic fluids were not acceptable [15].

Systems using CO2 had low capacity and reduced efficiency at high ambient temperatures,

they were susceptible to frequent leaks due to the high pressures required and poor

sealing [40]. In the early twentieth century, CO2 was gradually replaced by ammonia and

halogenated fluids [41]. In the 1990s, with the rising of environmental concerns, the interest

on CO2 was renovated [42] and, since then, it has also been used in food and beverage

refrigeration systems and heat pumps.

First proposed by Sulzer Bros in 1948, research on power cycles using CO2 as

working fluid was carried out in the former Soviet Union, Italy, United States [43]. After

the intense years during the 1960s (e.g., Refs. [44–46]), the interest on such cycles declined

until the 1990s, mainly due to heat source limitations and lacking of components for such

cycles [5]. Nevertheless, many researchers have focused on supercritical Brayton cycles using

high-temperature heat sources and high pressures for nuclear reactor applications [5, 47].

Currently, increased interest is observed for both low-temperature sources (mostly with

Rankine cycles, e.g., waste heat, geothermal) and high-temperature sources (mostly with

Brayton cycles, e.g., solar, nuclear).

2.2 CRITICAL POINT AND SUPERCRITICAL STATE

Through a series of experiments conducted in 1822 (e.g., Refs. [48,49]) dealing with

the discontinuity of the splashing sound of a ball in a rolling pressurized Papin’s digester 1

1 A high-pressure steam cooker invented in 1679 by the French physicist Denis Papin, which is the forerunner
of autoclaves and domestic pressure cookers.
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partially filled with a fluid, Charles Cagniard de la Tour found that, at sufficiently high

temperatures, as the solid ball penetrated the liquid-vapor interface, no splashing sound

was generated because the fluid was at supercritical state [50].

Coined by Andrews in 1869 [51], the term “critical point” of a pure fluid refers to

the point where saturated liquid and saturated vapor thermodynamic states coincide – at

such a point in the P -s-T manifold, ∂T
∂s

∣

∣

∣

∣

P
= ∂2T

∂s2

∣

∣

∣

∣

P
= 0 [52]. The temperature and pressure

at such a point are called “critical” and a fluid whose thermodynamic state presents

temperature and pressure above of those of its critical point is called supercritical.

Supercritical fluids do not present a clear transition between the liquid-like and

the gas-like phases, which leads to homogeneous thermophysical properties. According

to Ref. [50], such fluids present liquid- and gas-like behaviors simultaneously: as gases,

they can permeate solids; as liquids, they can dissolve materials. Even though the physical

understanding of critical phenomena (and consequently of supercritical state) continues

to be lacking [53, 54], there is a broad range of applications for fluids at supercritical

conditions, which includes cooling, power generation, dry washing, extraction of substances,

solvents.

2.3 CO2 AS WORKING FLUID

From a technical standpoint, s-CO2 has several advantages when compared with

other working fluids: it is non-expensive, abundant, non-toxic, non-explosive, non-corrosive,

chemically stable, it has a moderate critical pressure, its thermophysical properties are well

known, it is environment-friendly, and related to high compactness of thermal systems [5–7,

14–17]. Specifically, in the vicinity of its thermodynamic critical point, CO2 thermophysical

properties are strongly affected by variations of temperature and pressure [55–60]. There are

several studies dealing with properties variations of supercritical fluids, such as Refs. [55,56],

and particularly focused on s-CO2 as reported in Refs. [57–60].

Regarding the CO2 thermophysical properties, throughout this dissertation, the

CoolProp library [3, 4] is used, which relies on the Helmholtz free energy-based equation

of state of Ref. [61], the thermal conductivity expression of Ref. [62], and the viscosity

expression of Ref. [63]. Now, on the properties variations, Fig. 1 displays the mass-specific
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heat at constant pressure as a function of the reduced temperature

Tr =
T

T
Crit

(2.1)

for different values of reduced pressure

Pr =
P

P
Crit

(2.2)

for CO2 at supercritical state – with P
Crit

= 7.3773 MPa and T
Crit

= 304.1282 K [3, 4].

It is clear that the closer the thermodynamic state is to the critical point, the stronger

the properties variations are. Moreover, it may be observed that, for each different value

of reduced pressure, there is a clear peak at a specific different reduced temperature,

which indicates the existence of a line of maxima that is a function of pressure and

temperature (the gray dashed one in Fig. 1). The locus of such maxima in the P − T

manifold is commonly referred to as Widom line [64] and the specific temperatures to

as pseudo-critical. Furthermore, as the thermodynamic state gets farther away from the

critical point, even if on the Widom line, the property variation magnitude decreases up

to a point where such a variation becomes unnoticeable.

Figure 1 – Mass-specific heat at constant pressure for CO2 at supercritical state as function of the reduced
temperature (Tr) for five different values of reduced pressure (Pr).

Note – Thermophysical property data obtained from CoolProp [3, 4].
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To further illustrate the above-mentioned thermophysical properties variations,

Fig. 2 presents Tr − Pr color maps of mass-specific heat at constant pressure (c), volume-

specific mass (ρ), dynamic viscosity (µ), and thermal conductivity (k). Each property φ

was normalized by the minimal and maximal values in the P − T manifold considered,

i.e.,

φ∗ =
φ− min (φ)

max (φ) − min (φ)
. (2.3)

Figure 2 – Normalized maps of selected CO2 thermophysical properties as functions of reduced temperature
and pressure.

Note – Thermophysical properties data obtained from CoolProp [3, 4].

In Fig. 2, the color scale refers to the property normalized magnitude and the

white circle indicates the location of the critical point. Also, the maximal c used in Eq. 2.3
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was obtained as an approximation due to the undefined value of such a thermophysical

property at the fluid thermodynamic critical point – the mass-specific heat at constant

pressure diverges as the fluid condition approaches such a point [52,53].

Even though the physical understanding of these properties variations is lacking,

they may be exploited to improve the performance of thermal applications. For instance,

the size and efficiency of thermal devices may be significantly affected by variations of

fluid properties, which influence heat transfer and fluid flow characteristics. Therefore, the

performance of such devices should be evaluated and further optimized by taking these

effects into account [17].

It must be mentioned that s-CO2 also presents disadvantages, such as possible

limitations within heat exchangers due to pinch point [17, 65], impaired heat rejection to

the ambient due to its low critical temperature, high working pressures, high temperatures

at turbine outlets, lacking of properly designed power generation equipment.

2.4 SELECTED WORKS

A comprehensive work regarding CO2 Brayton cycles for nuclear applications was

presented by Ref. [5]. Intending to select the best suitable cycle to meet established

demands while keeping in mind global optimization, component design, economic analysis,

and control scheme, the authors developed a not purely steady-state thermodynamic

analysis. Numerical models for simulations of cycles and their components were presented

and thermodynamic analyses of some advanced supercritical power cycles were carried

out, which were followed by economic analysis, design, and selection of components.

Discussions about the use of recuperators for s-CO2 power cycles in order to achieve

larger 1st law efficiency values and about the use of mini/microchannel heat exchangers

with high effectiveness were presented by Ref. [66]. Then, Ref. [67], continuing the earlier

work, analyzed the CO2 behavior in the pseudocritical region while focusing on possible

heat exchange limitations related to pinch points within the recuperator and the effect of

recompression. For taking advantage of the s-CO2 decreased compressibility factor in the

vicinity of its critical point, by selecting a low-end pressure of 7.55 MPa, the power required

by the compressor was remarkably reduced. The cycle was parametrically optimized while
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achieving a maximal 1st law efficiency of 45%, which is considerably higher than the ones

achieved by typical Brayton cycles. It was emphasized that, for the proposed cycle, the 1st

law efficiency is strongly affected by the pressure drop across the heat exchanger, hence

indicating the importance of mini/microchannel heat exchangers.

Analyses on using CO2 as working fluid for six Brayton cycles proposed by Ref. [44] –

i.e., typical, pre-compression, recompression, split-expansion, partial cooling, and improved

partial cooling with regeneration – were presented by Ref. [65]. The authors discussed the

pinch point within the recuperators and how recompression may be used to prevent heat

transfer limitations. Results showed that the operation in the vicinity of the critical point

did not significantly improve the 1st law efficiency of the simple Brayton cycle, except for

when high pressures were considered, i.e., ∼25 MPa. Also, the results clearly confirmed

that there is not a global set of optimal parameters or configuration for the cycles, but

different optima for different objective functions. The authors also mentioned some other

aspects that could be investigated as future studies, such as the cycles dynamic behaviors,

economic analyses, use of different materials.

Ref. [6] used solar energy collected through evacuated tubes to supply thermal

power to a CO2 transcritical Rankine cycle, intending to provide both electricity and heat.

Due to the lack of a turbine that could operate with the supercritical fluid, a throttle

valve was used; hence, the prototype could not actually provide electricity, with the

power produced being thermodynamically estimated. Then, Refs. [68, 69] theoretically

and experimentally investigated a CO2 solar-powered transcritical Rankine cycle using

evacuated tubes to supply both heat and electricity. In the theoretical study, the average

temperature of 180 ◦C was adopted and a throttle valve with 90% efficiency was used

instead of a turbine. In the experimental prototype, the same cycle configuration was

used with the same components, reaching a maximal temperature of 187 ◦C and 70% of

collector efficiency. Furthermore, through the theoretical study, the annual efficiency of

electricity and heat supply reached 11.4% and 36.2%, respectively, and it was pointed out

that, when compared to other working fluids, CO2 presented the best performance. In the

experimental study, the efficiency of power generation ranged from 8.78% to 9.45%.

Regarding the transient simulation of solar-powered plants operating with conven-
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tional working fluids, the available literature is extensive, e.g., Ref. [70] for molten salts

and Refs. [71, 72] for synthetic oils. However, limited studies are verified when considering

s-CO2 as working fluid. Hence, within the transient analysis of Brayton power cycles using

such an HTF, Refs. [73, 74] conducted computational simulations with Dymola [75] while

considering a cylinder-parabolic solar collector and disregarding TES systems. The authors

studied the influence of volumetric ratios between the high-end and low-end pressure sides

on the cycle transient performance to identify possible control strategies. Such volumetric

ratios are associated with the heat source, demand to be met, cycle configuration, and

components. The analyses provided a broad idea of the influence of the system dimensions

and components on its transient behavior. Also, it was shown that larger volumetric ratios

decrease the response time with respect to solar radiation fluctuations, which results in

smaller changes to the variables affecting the performance and, consequentially, stabler

power production. On the other hand, small volumetric ratios could lead to excessively

high temperatures at the turbine inlet due to the low mass flow rates. It was found that the

definition of a suitable control strategy for the CO2 mass flow rate and a volumetric ratio

larger than 1 can stabilize the turbine inlet temperature. Moreover, Ref. [76], continuing

the previous studies, investigated a CO2 mass flow rate control strategy, which maximizes

the power produced by maintaining the turbine inlet temperature and pressure close to

their design values, regardless of the ambient conditions. However, it is noteworthy that

experimental validation for this control scheme was not provided. Moreover, Ref. [77]

studied the transient behavior of a CO2-based cycle powered with exhaust gases of internal

combustion engines.

Concerning the influence of TES systems on the transient behavior of power cycles,

Ref. [78] experimentally evaluated the behavior of a solar collector coupled to sensible and

latent TES systems. Then, Ref. [79] focused on establishing design and coupling guidelines

of concrete TES systems for solar-powered cycles. The number of works considering TES

systems operating with supercritical fluids is somewhat limited. For instance, Ref. [80]

fundamentally explored the potential of several supercritical fluids as thermal storage

media, while investigating the effects of their properties variations near to their critical

points, with no distinction for the TES technology to be applied. Specifically, focusing
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on s-CO2 as HTF, most of the studies are limited to investigate the power production

effects, such as analyzing global control strategies [81], the transient behavior under

specific operational conditions, e.g., Refs. [82,83], and the performance of different power

cycle configurations, e.g., Ref. [84]. Ref. [85] recommended using two-tank systems for

solar plants operating with s-CO2. Considering that more economical options are under

development, the authors emphasized that the system costs are still high and that the

temperature limit for the stability of the molten salts used (i.e., ∼ 600 ◦C) is the main

weakness of this technology. Ref. [86] integrated a thermochemical energy storage to CSP

plants having CO2 as working fluid. Ref. [87] used different TES units considering CO2 as

HTF for storing either sensible or latent energy. Also, the short- and long-term behavior of

a non-stratified two-tank molten salt TES for s-CO2-based power plants was investigated

in Ref. [88].

Still regarding TES devices working with s-CO2, but now specifically considering

the packed-bed technology, although only a couple of studies have actually focused on

evaluating the efficiency of those devices, the current literature provides some insight into

their use for solar-powered plants. Ref. [34] suggested that the packed-bed technology

is technically feasible to store energy in a CSP plant running with s-CO2. However,

given that the cost is a major bottleneck of this technology due to the high operational

pressures considered, the authors recommended the use of two-tank systems. Then, a

simple thermodynamic and parametric investigation was conducted by Ref. [89] considering

a solar-powered s-CO2 Brayton cycle coupled to a TES device composed of granite spheres.

The results obtained demonstrated the technical feasibility of s-CO2 as working fluid as

well as that the introduction of a TES device to the system may improve its efficiency by

damping the effects of solar radiation fluctuations. According to the authors, the results

established guidelines for experimental studies and system optimization.

Moreover, Ref. [90] reported an numerical analysis on the operation of a packed-bed

TES device using s-CO2 for CSP application – the simulations considered fixed parameters

of design and operation. The study briefly discussed aspects related to size, thermal front

within the bed, thermal losses, and cyclic behavior. Then, based on Ref. [90], Ref. [91]

considered a higher operation temperature range for the packed-bed device, compared one-
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and two-equation approaches for the porous medium modeling, discussed cyclic behavior

and inefficiencies, all these under an exergetic standpoint. Once again, the design and

operation parameters were held constant and a steady-state approach was used for dealing

with the thermal losses to the environment. Recently, building upon Ref. [92], Ref. [93]

explored a high-temperature and fixed-geometry hybrid TES device composed of packed-

bed and phase change material (PCM) while operating with a fixed internal pressure of

25 MPa and either dry air or s-CO2 as HTF. The study established a comparative analysis

between the performance of the TES device using those HTFs in terms of the amounts of

thermal energy stored/released, discharging time, thermal power transferred, and different

amounts of PCM within the TES device. Furthermore, Ref. [94] performed two-fluid

simulations with fluidized and a fixed-bed exergy recovery systems using alumina-based

particles and s-CO2 as HTF for analyzing their technical feasibility considering CSP plants.

In summary, the available literature on packed-bed TES devices with s-CO2 must be

extended while including details about the influence of design and operational parameters

on their efficiency.

Now, with respect to economic aspects, Ref. [95] considered CSP as the heat source

for various s-CO2 Brayton cycle configurations and studied both their cost and performance

trade-offs. Also, for solar-powered plants using central receivers with s-CO2 power blocks,

Ref. [96] presented a techno-economic analysis for determining the cost and performance

of the system components. Then, Ref. [97] coupled a packed-bed TES device with a CSP

plant and used air within the solar field and TES while s-CO2 within the power block – it

was argued that the cost for using s-CO2 within the TES would be prohibitive due to the

thick pressure vessels required to contain the fluid at the high-pressures and temperatures

required. The study presented a time-dependent methodology for the plant simulation and

an economic model to evaluate its economic viability. The authors concluded that such a

system may lead to improved thermo-economic performance regarding the molten salts-

driven designs as well as that plant improvements may reduce the electricity cost. Moreover,

Ref. [98] evaluated CO2 mixtures for reducing the cost of the electricity produced by

solar-powered plants using tower receivers. Recently, Ref. [99] presented a techno-economic

assessment of a s-CO2 CSP plant using a sodium-based receiver and a TES system.
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3 TRANSIENT ANALYSIS AND OPTIMIZATION OF A RECUPER-

ATIVE SUPERCRITICAL CO2 BRAYTON CYCLE ASSISTED BY

SOLID TES AND MASS STORAGE SYSTEMS

Based on the limited number of studies dealing with key aspects of transient power

cycles [77], this chapter presents a transient model of a recuperative s-CO2 Brayton cycle,

which is indirectly heated by an HTF, whose temperature profile along the day mimics that

of a hybrid power plant using an idealized solar radiation flux input on top of a constant

baseline heat input. The cycle model includes TES and mass storage systems in addition to

the five basic components of recuperative Brayton cycles, i.e., turbine, compressor, heater,

cooler, and recuperator. The TES device is considered for extending the power delivered

by the cycle beyond the idealized solar radiation availability hours. By varying its internal

volume depending on the thermal energy input, the mass storage, which is modeled as

a piston-cylinder apparatus, regulates the CO2 mass flow rate through the cycle and,

consequently, the pressure levels. In that way, this study adds to the purely parametrically-

optimization-based literature, which is mostly composed of steady-state works, by focusing

on the relevance of transient response analysis. The results show the importance of the

TES device (including its charging and discharging processes), its influence on the system

overall transient behavior, as well as the influence of its construction parameters (i.e.,

length, external diameter, and number of tubes) on its performance. Also, discussions on

control strategy, thermophysical properties of the TES material, and the mass storage

system are presented.

3.1 METHODOLOGY AND MODELING

This section comprehends seven subsections. First, Subs. 3.1.1 explores the system

modeling and Subs. 3.1.2 its main routine. Then, Subs. 3.1.3, 3.1.4, and 3.1.5 present the

specific modeling of the heat exchanger, the thermal energy storage (TES) system, and the

mass storage device, respectively. Next, Subs. 3.1.6 shows the heat transfer correlations

used and Subs. 3.1.7 discusses the modeling verification.
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inlet (i.e., T
In

HSo
), for the 24 h-period, is

T
In

HSo
=



















200
[

1 + sin
(

π t
43200

)]

for 0 6 t 6 43200 s (i.e., 12 h)

200 for 43200 s (i.e., 12 h) < t < 86400 s (i.e., 24 h)
, (3.1)

where t is the time in seconds.

In the other end of the cycle, water is used as heat sink in the cooler with a fixed

inlet temperature of T
In

HSi
= 20 ◦C and a variable inlet mass flow rate, which is determined

by energy and mass balances such that the CO2 temperature entering the compressor is

constantly maintained at T
1

= 32 ◦C – this is the CO2 minimal temperature within the

cycle and ∼ 1 ◦C higher than its critical temperature (T
Crit

∼ 31 ◦C).

Because the model computes both the CO2 time-dependent thermal inertia and

mass variation, the CO2 mass inventory must be accounted for all the cycle components

– given that the actual plant layout is unknown, the modeling of the pipes connecting

such components was disregarded. The cycle is assumed to operate between fixed high-

and low-end pressures of P
High

= 15 MPa and P
Low

= 8 MPa, respectively, which agree,

range wise, with values reported in the literature – note that the CO2 pressure drop as

it flows through/between the cycle components is not considered in the calculations. To

stabilize the CO2 pressure variations while the HTF temperature varies along the day, a

mass storage device, located between the cooler and the compressor, is employed.

Defining the mass flow rate at the compressor inlet (i.e., at the mass storage outlet)

as an operational parameter and considering it as having a fixed value of 0.1 kg/s, an initial

inventory of CO2 of ∼ 6.36 kg in the mass storage was determined through a preliminary

analysis for allowing the apparatus to absorb and/or release enough mass during the

regular system operation, thus damping mass flow rate variations caused by thermodynamic

changes within the cycle components. Then and also by controlling T
1
, it is possible to

maintain the compressor inlet condition stable and close to the CO2 thermodynamic

critical point, thus decreasing the required compression power by taking advantage of the

CO2 decreased compressibility factor [67]. Also, by controlling the compressor inlet mass

flow rate, the mass storage is able to control the cycle pressure levels. Additionally, despite

the transient nature of the study, zero-dimensional steady-state models are employed
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for the turbomachinery due to their faster transient behavior in comparison to that of

the heat exchangers. Also, both the turbine and compressor are modeled as having fixed

isentropic efficiencies of η
T

= η
C

= 0.8. It is important to mention that, even though actual

turbomachinery specifically designed for s-CO2 applications are not available, the efficiency

values chosen may be seen as representative averages of those employed in simulations

available in the literature, e.g., Refs. [5, 14, 65,89].

Therefore, considering the above-mentioned initial parameters, all simulations start

with the cycle running with the 200 ◦C HTF baseline temperature while fully coupled

to the TES system for allowing an initial steady-state regime to be reached. One should

notice that the cycle only reaches the design net power output of 1 kW when the initial

steady-state is reached – recall that the study only computes and reports net power outputs

equal to or larger than 1 kW, which serves as a reference value, thus allowing results

(e.g., TES contribution) to be interpreted as per kW unit [102]. An important aspect

associated with this initial condition is that the temperature of the TES system is equal

to the CO2 temperature exiting the heater at the initial steady state for all simulations;

hence, providing the same starting point for all analyses and, consequently, fair comparison

conditions, independently of the TES system configuration. Next, with the time-dependent

component of the heat source activated, but without relying on the TES device, the net

power produced varies according to the heat source inlet temperature. Then, analyzing the

response obtained after preliminary tests, a constant design net power demand of 2 kW

was stipulated, which is the double of the reference baseline output and roughly 55% of

the possible maximal net power produced. Therefore, with the coupling of a TES and an

active control strategy, the routine sets the CO2 mass flow rate fraction going through the

TES device, i.e., x, aiming to minimize the difference between net power produced and the

stipulated demand at each time step. This is possible because the fraction of the mass flow

rate going through the TES device is then mixed with the remaining CO2 flow, i.e, 1 − x,

thus controlling the turbine inlet temperature and, therefore, the net power produced.

Furthermore, as will be shown later in Sec. 3.2, the system transient response does

not vary only throughout the day, but also from day to day, i.e., a several-days transient

regime will be identified. Therefore, the analyses were performed on the tenth day for
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allowing the cycle to reach a periodic representative operational pattern. To quantitatively

evaluate the effect of the TES system on the cycle performance, an improvement index δ

was taken as the figure of merit, which represents the surplus percentage of the cycle net

power produced
(

Ẇ
Net

)

throughout the tenth day with respect to the net power produced

by the decoupled cycle
(

Ẇ
Dec

Net

)

(i.e., without TES device) throughout a day. Therefore,

the improvement index can be defined as

δ = 100

(

Ẇ
Net

− Ẇ
Dec

Net

)

ẆDec

Net

, (3.2)

with

Ẇ
Net

=



















Ẇ
T

− Ẇ
C

+ Ẇ
MS

if Ẇ
T

− Ẇ
C

+ Ẇ
MS

6 2 kW

2 kW if Ẇ
T

− Ẇ
C

+ Ẇ
MS

> 2 kW
, (3.3)

where Ẇ
T

is the power produced by the turbine, Ẇ
C

is the power consumed by the

compressor, and Ẇ
MS

is the power associated with the mass storage, which will be defined

in Subs. 3.1.5. One should note that the 2 kW limitation presented in Eq. 3.3 refers to the

specified constant demand value while any surplus is not accounted for. Additionally, a

time step of ∆t = 600 s was adopted as result of time-independence analyses regarding

the percentage variation of the improvement index δ.

Concerning the definition of δ, it becomes clear that the ultimate goal of the present

TES system is to explore the transient behavior of the modeled cycle, while attending the

2 kW demand for the widest time span possible, by optimally redistributing the exceeding

thermal energy obtained from the 12 h per day transient heat source. With that in mind,

three main parameters of the solid TES system were selected as optimization variables, as

further discussed in Subs. 3.1.4.

Therefore, considering the complexity of the time-dependent thermal transport

within the cycle due to the use of an unsteady heat source, home-made numerical transient

finite volume-based models for the heat exchangers and for the TES device were specifically

developed aiming to not only account for the CO2 thermophysical properties variations [16,

103], but also for enabling transient and integrated responses of these key subsystems.



62

Furthermore, all numerical routines were written in MATLAB® [104] with thermo-

physical properties for CO2 and water obtained from CoolProp [3,4], and for Therminol

VP1 from EES [105]. Moreover, the cycle itself was modeled by using the traditional for-

mulation presented by references in thermodynamics, e.g., Ref. [106,107]. Such a modeling

includes mass and energy balances, observes the 2nd law of thermodynamics, and considers

control volumes around each of the cycle components.

3.1.2 Main routine

Fig. 4 shows a general flowchart of the main numerical routine implemented for

the entire cycle. The calculations begin by specifying the main inputs, e.g., geometries,

materials, operational parameters, boundary conditions, thus allowing the cycle to run

with the baseline value of the heat source inlet temperature until an initial steady state is

reached (i.e., the TES system reaches thermal equilibrium with the CO2 flow exiting the

heater), which is common to all simulations.

Next, the routine advances a time step and each thermodynamic state evolves:

State #1 (the compressor inlet) is defined in terms of P=P
Low

and T
1

= 32 ◦C; knowing

that η
C

= 0.8, State #2 (the compressor outlet) is defined in terms of P = P
High

and

i=f (P
High

, η
C

,s
1
, i

1
); running the transient model for the recuperator (Sub. 3.1.3), State #3

(the heater inlet) is defined based on the inputs of State #6 from the previous time step

as an initial guess. The routine then enters the first loop, which is indicated with a light

blue background and marked #1 in Fig. 4.

With the model for the heater (Sub. 3.1.3), State #4 (the heater outlet) is defined

and State #5 (the turbine inlet) is set as equal to State #4 since the cycle is initially

considered as decoupled from the TES system for the current time step. Using η
T

= 0.8,

State #6 (the turbine outlet) is defined in terms of P = P
Low

and i = f(P
Low

, η
T

, s
5
, i

5
).

With the updated State #6, the recuperator model runs again and an updated State #3

is achieved. Therefore, this process runs iteratively until the respective maximal variation

of T
3
, T

4
= T

5
and T

6
between each iteration is smaller than 0.01 ◦C. While this loop

may seem unnecessary at first, its importance is associated with the reduction of the time

required to run each time step, as better guesses are provided for the following steps of
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the transient simulation.

Next, the second loop, which is indicated with a light green background and marked

#2 in Fig. 4, controls the mass fraction x, i.e., the CO2 mass flow rate fraction directed

towards the TES system after going through the heater – note that 0.001 < x ≤ 1, with

x always greater than zero because the model of the TES device cannot handle pure

thermal diffusion. The x-fraction control is performed with a specific routine, which uses

second-order Lagrange interpolating polynomials in a bisection-like minimization method.

The process always starts by evaluating x = 0.001, x = 0.5, and x = 1, which serve as

references for control decisions. For each given x, an inner routine is called to calculate

the deviation between the net power produced and the demand. Because at the beginning

of the first day the TES system is unable to supply sufficient energy to the fluid, the

control indicates x = 0.001; however, when the demand is met, the control routine starts

to increase x (always limited to a maximal x = 1) so thermal power is directed to the TES

system while the net power production equals the demand. As the day evolves and the heat

source temperature decreases, the flow control continuously analyzes the opportunity of

retrieving energy from the TES system so the demand is met as smoothly and constantly

as possible. Within days, with the active control, a periodic representative operational

pattern is achieved, as will be shown later on. The above-mentioned inner routine starts

using State #3 and the heater model to define State #4, as previously stated; then, the

model of the TES device is called and, for a given x, the model recalculates the CO2

temperature and mass flow rate and the temperature distribution of the TES device. The

CO2 temperature and mass flow rate exiting the TES system are used to define State #5

based on P = P
High

and the mixture mass-specific enthalpy as

i
5

=

[

(1 − x)i
4
ṁ

4
+ i

Out

TES
ṁ

Out

TES

]

[

(1 − x)ṁ
4

+ ṁOut

TES

] , (3.4)

which is readily obtained through mass and energy balances. Then, States #3 and #6 are

defined as previously stated and this loop runs until the maximal respective variation of

T
3
, T

4
, T

5
, and T

6
between iterations becomes smaller than 0.01 ◦C. The bisection-like

method dictates the new values of x to be evaluated based on the second-order Lagrange

interpolation until a deviation smaller than 1% of the demand is achieved between the net
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power produced and the demand, for the given time step.

The third and last loop, which is indicated with a light red background and marked

#3 in Fig. 4, follows the same steps of the inner routine of the second loop, but takes the

controlled x as input and defines States #3, #4, #5, and #6. State #7, the cooler inlet,

is defined through the recuperator model. Next, the cooler model is coupled to the mass

storage model to calculate the required water mass flow rate to maintain T
1

constant with

the fixed ṁ
1
. State #8, the cooler outlet, is defined by the cooler model and, then, the

mass storage model is called.

The routine proceeds to post-processing calculations, e.g., thermal power transferred

and power produced and consumed, and data storage. If the time at the current step j

(i.e., t
j
) is smaller than the maximal established time, it is updated as

t
j

= t
j
+ ∆t (3.5)

and routine restarts at State #1; otherwise, the final data are stored and the routine ends.

Furthermore, it is worth mentioning that the procedure just described is executed

to each set of optimization parameters. Therefore, for each set of parameters, the entire

routine must run in order to enable the system optimization.

3.1.3 Heat exchanger

The heater, the recuperator, and the cooler were modeled as perfectly externally in-

sulated counter-flow concentric circular tube-in-tube heat exchangers, which are comprised

of an external annulus, an internal tube, and a thin solid wall separating both fluid streams.

The homemade, one-dimensional, finite volume-based developed model disregards pressure

drops for both streams (i.e., each fluid pressure is considered to be constant) and considers

the fluids as always outside the saturation region – therefore T = f(i)|P ↔ i = f -1(T )|P.

Also, plug flow is assumed and axial discretization is employed aiming to consider the

effects of thermophysical properties variations as well as to allow the average heat transfer

coefficients (h̄) to be calculated at each section individually. The geometric features, such

as lengths, diameters (internal and external), and wall thickness are set and kept constant

for each heat exchanger.
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The numerical model, then, comprises three main domains, i.e., one for each fluid

and another for the wall between them. For each fluid domain, the energy conservation is

given by Eq. A.23 of Appx. A. Thus, for both fluid domains, by neglecting the influence

of pressure variation (DP/Dt), the fluid energy equation yields

∫

t

∫

V

∂ (ρi)
∂t

dV dt+
∫

t

∫

S
(ρ~ui) · n̂ dSdt =

∫

t

∫

S

(

k~∇T
)

· n̂ dSdt. (3.6)

At each axial section (node), the numerical domain considers three temperatures: a

respective temperature for each stream (i.e., hot and cold) and an intermediate temperature

for the wall. It is assumed that the hot stream flows from LHS to RHS and the cold stream

from RHS to LHS. Then, using the node nomenclature presented by Ref. [108], UDS

(Upwind Difference Scheme) for the advection within the fluid flows – so iw = iW and

ie = iP for the hot fluid and iw = iP and ie = iE for the cold fluid –, implicitly evaluating

the temporal term and thermophysical properties, and considering only the convective heat

transfer between fluid flow and wall for the term on the RHS of Eq. 3.6 – axial diffusion is

neglected due to the high Pe –, it yields for the hot and cold streams, respectively,

V
H

F,P

(

ρ
H

F,P
i
H

F,P
− ρ

H,0

F,P
i
H,0

F,P

)

+
(

ṁ
H

F,e
i
H

F,e
− ṁ

H

F,w
i
H

F,w

)

∆t =

h
H

P
A

H

F,P

(

T
Wall,P

− T
H

F,P

)

∆t,
(3.7)

V
C

F,P

(

ρ
C

F,P
i
C

F,P
− ρ

C,0

F,P
i
C,0

F,P

)

+
(

ṁ
C

F,w
i
C

F,w
− ṁ

C

F,e
i
C

F,e

)

∆t =

h
C

P
A

C

F,P

(

T
Wall,P

− T
C

F,P

)

∆t,
(3.8)

where V is the section volume, ∆t is the time step, g is the coupling factor, h is the

convection heat transfer coefficient, A is the section heat transfer area, and ṁ is the

mass flow rate. The the superscripts H and C refer to the hot and cold fluid streams,

respectively; while, the subscripts F and Wall refer to fluid and wall, respectively.

From inspection of Eqs. 3.7 and 3.8, it is clear that they depend simultaneously

on both the fluid mass-specific enthalpy and temperature. From a numerical standpoint,

having such a simultaneous dependency increases the solution complexity due to the inter-

dependency of these thermophysical properties during the solution. Hence, for obtaining
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an easier-to-solve system of equations, the temperature-enthalpy coupling factor, for a

node P and an iteration b, which is given by

g
b

P
=
T

b-1

F,P

ib-1

F,P

(3.9)

was employed so Eqs. 3.7 and 3.8 could be rewritten in terms of the fluid mass-specific

enthalpy only. This approach may be seen as a somewhat linearization process, hence the

temperature-enthalpy coupling factor must be updated at each iteration. Consequentially,

using the coupling factor g
P

to replace the fluids temperatures by their mass-specific

enthlapies as T
F,P

= g
P
i
F,P

and dividing Eqs. 3.7 and 3.8 by the time step ∆t, they yield

V
H

F,P

(

ρ
H

F,P
i
H

F,P
− ρ

H,0

F,P
i
H,0

F,P

)

∆t
+ ṁ

H

F,e
i
H

F,P
− ṁ

H

F,w
i
H

F,W
= h

H

P
A

H

F,P

(

T
Wall,P

− g
H

P
i
H

F,P

)

, (3.10)

V
C

F,P

(

ρ
C

F,P
i
C

F,P
− ρ

C,0

F,P
i
C,0

F,P

)

∆t
+ ṁ

C

F,w
i
C

F,w
− ṁ

C

F,e
i
C

F,e
= h

C

P
A

C

F,P

(

T
Wall,P

− g
C

P
i
C

F,P

)

. (3.11)

And solving Eqs. 3.10 and 3.11 for i
H

F,P
and i

C

F,P
, respectively, the equations used are finally

obtained as

i
H

F,P







ρ
H

F,P
V

H

F,P

∆t
+ g

H

P
h

H

P
A

H

F,P
+ ṁ

H

F,e





− i
H

F,W
ṁ

H

F,w
=

h
H

P
A

H

F,P
T

Wall,P
+







ρ
H,0

F,P
V

H

F,P
i
H,0

F,P

∆t





 ,

(3.12)

i
C

F,P







ρ
C

F,P
V

C

F,P

∆t
+ g

C

P
h

C

P
A

C

F,P
+ ṁ

C

F,w





− i
C

F,E
ṁ

C

F,e
=

h
C

P
A

C

F,P
T

Wall,P
+







ρ
C,0

F,P
V

C

F,P
i
C,0

F,P

∆t





 .

(3.13)

For both streams, the inlet mass flow rate and temperature are given as boundary conditions

at each time step. Also, the hot fluid is considered always in the external annulus and the

cold fluid always in the internal tube.
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Moreover, for the incompressible and resting solid wall with constant thermophysical

properties, Eq. A.1 from Appx. A simplifies to [109]

∂ (ρe)
∂t

= ~∇ ·
(

k~∇T
)

. (3.14)

Using ∂eWall = cWall∂TWall and integrating Eq. 3.14 over the solid volume and the time

∫

t

∫

V
ρc
∂T

∂t
dV dt =

∫

t

∫

V

~∇ ·
(

k~∇T
)

dV dt, (3.15)

and, using the divergence theorem on the RHS term of Eq. 3.15,

∫

t

∫

V
ρc
∂T

∂t
dV dt =

∫

t

∫

S

(

k~∇T
)

· n̂ dSdt, (3.16)

which yields

ρ
P,Wall

c
P,Wall

V
P,Wall

(

T
P,Wall

− T
0

P,Wall

)

= h
H

P
A

H

F,P

(

T
H

F,P
− T

Wall,P

)

∆t+

h
C

P
A

C

F,P

(

T
C

F,P
− T

Wall,P

)

∆t.
(3.17)

Dividing Eq. 3.17 by the time step ∆t and solving it for T
P,Wall

, the equation used is finally

obtained as

T
Wall,P

(

ρ
Wall,P

V
Wall,P

c
Wall,P

∆t
+ h

H

P
A

H

F,P
+ h

C

P
A

C

F,P

)

−iH
F,P

(

g
H

P
h

H

P
A

H

F,P

)

− i
C

F,P

(

g
C

P
h

C

P
A

C

F,P

)

=
ρ

Wall,P
V

Wall,P
c

Wall,P
T

0

Wall,P

∆t
.

(3.18)

Initial temperature and mass flow rate distributions are provided from the previous

time step, thermophysical properties are obtained as functions of T and P . Then, the

coefficients of Eqs. 3.12, 3.13, and 3.18 are obtained for both streams (i.e., hot and cold)

and wall. Next, the system of equations is solved and the mass flow rate of each node P is

updated as

ṁ
F,P

= ṁ
F,1

−
j−1
∑

k=1









V
P

(

ρ
F,P

− ρ0

F,P

)

∆t









k

, (3.19)
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With the new T and ṁ distributions obtained, the process is repeated until convergence

is achieved for all quantities φ, at each time step, with respect to the previous iteration

(φ
j-1

), i.e.,

ǫ =

∣

∣

∣φ
j − φ

j-1
∣

∣

∣

φj-1 < ǫmax . (3.20)

For convergence, it is required that ǫ < ǫ
Max

for T , ρ, and ṁ, where ǫ
Max

= 10
-4

. Also, the

overall heat exchange at each device is checked to ensure that the model respects the 1st

law of thermodynamics, i.e.,

∑

(

ĖIn + ĖOut + ĖSto

)

≤ 10
-4

W. (3.21)

Finally, internal diameters of D
Int

= 25.4 mm and 1.5 D
Int

were assumed for

the inner tube and the annulus (outer tube), respectively. The wall thickness of 1.5 mm

was estimated for sustaining the high-end pressure at the given tube diameter, which

also leads to an identical cross-sectional area for both streams in the heat exchangers.

Moreover, the lengths of these three devices were selected as L
He

= 10 m, L
Rec

= 5 m,

and L
Co

= 15 m, which were axially discretized in 30 sections of equal length. Such a

discretization was shown to be sufficient for properly capturing the effect of thermophysical

properties variations while also satisfactory in terms of mesh density. The properties for the

steel wall were set as ρst = 8055 kg/m3, cst = 480 J/(kg · K), and kst = 15.1 W/(m · K),

according to values reported in Ref. [110].

3.1.4 Thermal energy storage (TES) system

The TES system, which is shown in the leftmost portion of Fig. 5, was modeled

as a perfectly externally insulated concrete annulus that surrounds a thin-walled circular

tube through which the s-CO2 flows – concrete is considered as having constant properties

throughout the entire temperature range considered in the present study. Any pressure

drop was neglected (local and distributed), CDS (Central Difference Scheme) was used

for temperature gradients at the interfaces, plug flow was assumed, and the domain was

considered as axisymmetric, which allowed the modeling of the TES device to be simplified

so a two-dimensional formulation could be used. Furthermore, the three main parameters
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of the solid TES system selected as optimization variables, i.e., external diameter (D
Ext

),

length (L), and number of tubes (N) are indicated in Fig. 5 and will be further discussed

in this subsection.

Figure 5 – Sketch of the solid TES system.

Considering the internal boundary condition due to convection, i.e.,

k
Wall

∂T
Wall

∂r

∣

∣

∣

∣

r=D
Int

/2
= h

(

T
Wall

− T
F

)

, (3.22)

the energy equation for the internal volumes reads [108]

T
TES,P

(

ρ
TES,P

V
TES,P

c
TES,P

∆t
+ ψe + ψw + ψn + ψs

)

+

−ψeTTES,E
− ψwTTES,W

− ψnTTES,N
− ψsTTES,S

=
ρ

TES,P
V

TES,P
c

TES,P
T

0

TES,P

∆t
,

(3.23)

where ψ represents coefficients whose generic expression is given by

ψα =
AT ES,αkT ES,α

∆lT ES,α

, (3.24)

in which α refers to the nodes interfaces – i.e., e for east, w for west, n for north, or s

for south –, A to the interface area, k to the interface thermal conductivity – which is

calculated using a weighted harmonic mean –, and ∆l generically represents the distance

between the subsequent nodes centers in a given direction.

Initial guesses for the wall temperature (the half-volume in contact with the fluid),

the fluid mass flow rate, and temperature distribution are provided as well as the fluid

inlet parameters (i.e., temperature and mass flow rate as boundary conditions). Then, the
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coefficients of the equations are calculated and the system of equations for the fluid is

solved so a new fluid temperature field is obtained and the fluid mass flow rate filed is

updated, as shown in Eq. 3.19, for each section. The system of equations for the fluid is

iteratively solved until convergence is achieved. With the temperature distribution of the

TES device obtained, T
Wall,P

is recalculated and the process is repeated until convergence

with respect to the previous iteration, as detailed in the Sub. 3.1.3.

Furthermore, the model requires input parameters for its construction materials and

geometry. The properties for the steel wall were set like the ones used for the heat exchangers,

and the properties for the concrete were set and kept constant as ρ
TES

= 2780 kg/m3,

c
TES

= 700 J/(kg · K), and k
TES

= 1.4 W/(m · K), also according to values reported in

Ref. [110] – the thermal conductivity of concrete will be relaxed later on in Fig. 18. The

geometry parameters, as shown in Fig. 5, are intrinsically related to the optimization ones;

therefore, four lengths of the TES device were evaluated, i.e., 1.0 m, 2.5 m, 5 m, and

10 m. Based on axial mesh analysis, for the axial length discretization, 40 elements were

used. The wall thickness and the initial internal diameter of the tube were identical to

the ones used in the heat exchangers. Next, by dividing the TES system into N sub-TES

devices (i.e., N individual tubes surrounded by concrete) while maintaining the total flow

cross-section area, as shown in Fig. 5, one is able to modify the total heat transfer area,

the heat transfer coefficient, the type of flow (i.e., turbulent or laminar). For that, each

TES tube internal diameter varies as

D
TES

=
D

Int√
N
, (3.25)

which ensures that the flow velocity is maintained constant. Four different values of N were

evaluated, i.e., 1, 7, 19, and 37 – being the three larger values obtained by dividing the

initial tube into an equilateral triangle scheme. Also, note that the external diameter, which

was varied from 10 mm to 400 mm, refers to the external diameter of the concrete annulus

around every single tube and not the entire stack. Regardless of N , the wall thickness was

always kept constant. As result of a mesh analysis, for the radial discretization, 3 elements

were used for the steel wall and 10 elements were used for the concrete annulus.
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3.1.5 Mass storage system

The mass storage was modeled as a perfectly externally insulated piston-cylinder

apparatus. The device receives the s-CO2 flow from the cooler and, by varying its volume

while maintaining its moving face at P = P
Low

by using an active external device, it

is capable of damping pressure variations. The mass and energy balances are given,

respectively, by

ρ
F
V

MS
= ρ

0

F,P
V

0

MS
+

(

ṁ
F,In

− ṁ
F,Out

)

∆t
, (3.26)

ρ
F
V

MS
i
F

= ρ
0

F
V

0

MS
i
0

F
+

(

ṁ
F,In

i
F,In

− ṁ
F,Out

i
F,Out

)

∆t
, (3.27)

where the mass flow rate at the compressor inlet is fixed as ṁ
F,P,Out

= 0.1 kg/s. Due to the

mass storage volume variation, i.e., ∆V
MS

= V
MS

− V
0

MS
, there is an associated amount of

power, i.e., Ẇ
MS

, which may be positive in case of expansion or negative otherwise. In this

study, such a power is not accounted for in the net power produced in case of expansion,

because it is not considered as useful for power generation; however, it is deducted from

the net power produced in case of compression, because it is spent with the active external

device. This relation is summarized by Eq. 3.28 as

Ẇ
MS

=



















P
Low

∆V
MS
/∆t, if ∆V

MS
6 0

0, if ∆V
MS

> 0
, (3.28)

3.1.6 Heat transfer correlations

For the convection heat transfer correlations, the mass flow rate at each section

was considered as

ṁ = ρ
F
uA

Trans
, (3.29)

and the fluid speed as

u ≈ u =
0.5

(

ṁ
In

+ ṁ
Out

)

ρA
Trans

. (3.30)



73

The Reynolds number Re
D

was evaluated based on the hydraulic diameter as

Re
D

≈ Re
DHyd

=
ρ

F
uD

Hyd

µ
F

≈
ρ

F

[

0.5
(

ṁ
In

+ ṁ
Out

)]

D
Hyd

µ
F
A

Trans

, (3.31)

and the heat transfer coefficient was evaluated as

h =
Nu

D
k

D
Hyd

. (3.32)

Also, the hydraulic diameter is given as

D
Hyd

=
4A

Trans

p
, (3.33)

where p is the wet perimeter.

Three convection heat transfer correlations were adopted for the s-CO2 flows, i.e.,

two for turbulent flow and one for laminar flow. For the turbulent s-CO2 heating process,

the Jackson et al.’s correlation [111] was employed as

Nu
D

= 0.0183 Re
0.82

D
Pr

0.5
(

ρ
Wall

ρ
F

)0.3

, (3.34)

for which P̄ r = (c̄µ)/k is the average Prandtl number (considering the average c̄
F

=

∆i
F
/∆T

F
), and ρ

F
and ρ

Wall
are the s-CO2 volume-specific masses evaluated at bulk and

wall temperature, respectively.

Also for turbulent flow, but now considering the cooling of s-CO2, the Petrov and

Popov’s correlation [112] was employed as

Nu
D

=

(

f Re
D
Pr
)

/8

1.07 + 12.7
√

f
8

[

Pr
2/3
√

ρ
Wall

ρ

(

1 − 0.9
√

|fac |

f

)(

1 − 1.0
√

|fac |

f

)] , (3.35)

for which

f =

(

µ
Wall

µ
F

)1/4

e+ 0.17

(

ρ
Wall

ρ
F

)1/3

|fac | , (3.36)

and

fac ≈ 2D
Hyd

ρ
F

∂

∂z

(

1
ρ

F

)

, (3.37)
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with Pr and c as described for Equation 3.34. The friction factor e is calculated using the

Filonenko’s correlation [112] for smooth tubes as

e =
[

0.79 ln
(

Re
D

)

− 1.64
]-2

. (3.38)

Moreover, for the laminar flow of s-CO2, regardless of whether for heating or cooling

process, it was simply employed that Nu = 3.66 [109].

Furthermore, for the HTF (i.e., Therminol VP1), the correlation presented in

Ref. [113] was employed, which reads

Nu
D

= 0.025 Re
0.79

D
Pr

0.42
(

µ
F

µ
Wall

)0.11

, (3.39)

where Pr is the Prandtl number and µ and µ
Wall

are the dynamic viscosities evaluated at

bulk and wall temperatures, respectively.

Finally, for the colling water, which goes to a heating process within the cooler,

the Dittus-Boelter’s correlation [114] was employed as

Nu
D

= 0.023 Re
D

0.8 Pr0.4. (3.40)

3.1.7 Verification

Verifying a model against experimental data would be the best choice when re-

garding correctness itself. Now, if one considers the requirements for fully experimentally

verifying the modeling presented, it becomes evident that it is not an easy task nor a

plausible path to pursue for every thermodynamic modeling/analysis proposed. Further-

more, unfortunately, it was not possible to establish a direct comparison between the

transient cycle modeling developed due to the lack of available applicable results in the

literature – recall that one of the contributions of the present dissertation is associated

with transient modeling of power cycles, which is a topic with a very limited literature,

even more if considering s-CO2 applications. However, it was possible to individually verify

the modeling correctness of key components of the cycle through independent numerical

solutions using Fluent® [115] – a widely recognized reliable software. For instance, the

review on the state-of-the-art on heat transfer of s-CO2 presented by Ref. [116] shows that
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several studies have successfully compared experimental and numerical results considering

the heat transfer process of s-CO2 flowing through a tube – additionally, a dedicated

subsection on simulation procedures using Fluent was presented, whose guidelines were

followed in this verification procedure. Therefore, for verification purposes, both the heat

exchanger and the TES models were individually compared to transient numerical simula-

tions from Fluent while considering different pressures, temperatures, mass flow rates, and

geometric parameters. It is worth mentioning that real fluid thermophysical properties for

s-CO2 were used. Also, because the entire study was conducted with CO2 (i.e., the working

fluid) always at supercritical state and both the Therminol VP1 and the water always

at liquid state, no phase change processes were observed at any point of any simulation.

Furthermore, the turbulence scheme chosen for the Fluent simulation was the k− ε, which

is supported by the literature, e.g., Refs. [117, 118] – additionally, according to the review

on the mechanisms responsible for the behavior of supercritical fluids in the pseudocritical

temperature region performed by Ref. [119], roughly 50% of the papers reviewed by the

authors, which were published between 1983 and 2008, employed such a turbulence model.

Finally, because the present modeling disregards pressure drops, for the Fluent simulation,

the working pressure selected is set as an outlet boundary.

To exemplify the comparisons performed, two representative cases were considered

and whose results were obtained from Fluent simulations and from the present modeling

after mesh independence analyses. First, for the heat exchanger, Fig. 6 presents the CO2

temperature profile along the 5 m length of the hot side of a CO2-CO2 tube-in-tube

heat exchanger with the internal diameters as those adopted throughout the study with

a working pressure of 12 MPa and inlet mass flow rates of 1 kg/s for both streams.

The inlet temperatures are considered constant at 500 K and 400 K for the hot and

cold streams, respectively. Secondly, Fig. 7 shows the radial temperature profile at the

axial position of 0.25 m from the stream inlet of a concrete TES device with N = 1,

L = 5 m, and D
Ext

= 150 mm at 15 s within the transient simulation considering an initial

uniform temperature of 400 K for both the fluid and the solid domains. The CO2 working

pressure, the inlet temperature, and mass flow rate are set to 20 MPa, 500 K, and 1 kg/s,

respectively.
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From a comparative analysis between the temperature profiles shown in Figs. 6 and

7, it was possible to infer the modeling correctness. Also, from the entire set of comparisons,

it was possible to estimate a relative deviation of the developed modeling with respect

to the Fluent simulations of ∼ 2% or less. Finally, a series of checks were implemented

throughout all models and components in terms of mass and energy balances as well as

the 2nd law of thermodynamics to ensure the correct modeling implementation.

3.2 RESULTS

This section, which is divided into four subsections, explores the results obtained.

First, Subs. 3.2.1 discusses the transient influence of the TES system on the power cycle.

Then, Subs. 3.2.2 presents the results regarding the 1st law efficiency. Next, Subs. 3.2.3

explores the influence of the thermal conductivity of the TES medium. Finally, Subs. 3.2.4

discusses the influence on the overall system of the mass storage device and the complexity

of the TES solution.

3.2.1 Transient influence of the TES system on the power cycle

Fig. 8 shows the ten-day behavior of the net power produced (Ẇ
Net

) for a TES

configuration with L = 5 m and N = 19, and for three different values of the external

diameter (D
Ext

), i.e., 50 mm, 200 mm, and 300 mm – the gray shaded regions indicate the

time periods in which the heat source temperature varies. Recalling that the inner diameter

of the tubing going through the TES device is fixed, it may be realized that the larger

D
Ext

, the more TES material surrounds a given tube. As may be seen, for the 50 mm,

Ẇ
Net

seems to do not vary from day to day, which indicates a periodic pattern. Differently,

the curves for 200 mm and 300 mm reveal a several-day transient, i.e., roughly 5 days for

the former and 10 days for the latter. The behaviors presented are due to the different TES

volumes and, therefore, time-scales related to the thermal response (or thermal inertia).

For the 50 mm case, roughly all thermal energy stored during the initial 12 h period is

withdrawn within the subsequent 12 h period, which may be verified since Ẇ
Net

→ 1 kW

within the non-shaded regions, i.e., the power production consecutively returns to its

baseline value. For the 200 mm case, the system is capable of storing all the excess thermal
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additional ∼ 1.3 h during charge and ∼ 3.2 h during discharge in comparison to the latter.

Figure 9 – Tenth day temporal behavior of Ẇ
Net

for L = 5 m, N = 19, and three values of D
Ext

.

Next, Figs. 10 and 11 present a more detailed view of the TES system during the

tenth day while considering L = 10 m, N = 37, and D
Ext

= 100 mm. Fig. 10 shows the

responses of the heater outlet temperature
(

T
4

)

, the TES outlet temperature
(

T
Out

TES

)

, and

the turbine inlet temperature
(

T
5

)

. Then, Fig. 11 shows the respective response of Ẇ
Net

and x. With these two figures, it is possible to analyze the s-CO2 flow fraction control

scheme employed. Because the curve for T
4

is mainly determined by the heat source, it is,

shape-wise, analogous to the curve for T
In

HSo
shown in Eq. 3.1. However, by controlling x

so the constant 2 kW demand is met, it is possible to achieve a nearly constant T
5

and,

consequently, a nearly constant Ẇ
Net

since the mass flow rate presents small variations at

the turbine inlet. That is because, recalling that the turbine inlet pressure is considered

constant and, given the definition of Ẇ
Net

in Eq. 3.3, the compressor power expenditure,

which is defined as

Ẇ
C

= ṁ
1

[

i
(

P
High

, s
1

)

− i
1

]

η
C

, (3.41)

does not depend on x. Also, since |Ẇ
MS

| ≪
(

Ẇ
T

− Ẇ
C

)

and

Ẇ
T

= ṁ
5
η

T

[

i
5

− i
(

P
Low

, s
5

)]

, (3.42)
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where s
5

= s(i
5
, P

High
), and i

5
depends on x and T

Out

TES
, as shown by Eq. 3.4, controlling

T
5

allows Ẇ
Net

to be controlled as well.

As can be seen in Fig.10, during the TES system charging process, T
Out

TES
decreases

to a minimal, which roughly coincides, time-wise, with the maximal value of T
4
, and then

increases back to its initial value, as thermal power is being transferred to the TES system.

Conversely, during the discharging process, T
Out

TES
presents the opposite behavior. Early in

the day, T
Out

TES
is slightly higher than T

5
because there is still available thermal power being

released by the TES system (see the left-most point of the curve for T
Out

TES
). Now, analyzing

x in Fig. 11, early in the day, x → 1 because the heat source does not supply enough

thermal power to meet the demand. Then, as the demand is met by the heat source, x

decreases since no thermal power is needed to be withdrawn from the TES device. During

the charging process, x first increases then decreases following T
4
, for ensuring that the

demand is met. The abrupt variation between ∼ 10.8 h and ∼ 12 h refers to the transition

process of thermal power being transferred to and from the TES, which is not immediate.

So, at first, to ensure a constant T
5

while T
4

rapidly decreases, x is abruptly increased,

then it starts to decrease as the thermal power releasing process is initiated. After that,

x varies as the temperature distribution of the TES solution varies due to the thermal

power transfer to the fluid. This process takes into account both the mass flow rate flowing

through the TES system (which is represented by x) and its outlet temperature to control

T
5

by mixing the x and (1 − x) streams, which explains the opposite trend of x and T
Out

TES

during the discharge.

For the same case analyzed in Figs. 10 and 11, Fig. 12 presents Ė
Sto

TES
, the thermal

power transferred to and from of the TES device, which is calculated considering a control

volume around it as

Ė
Sto

TES
≈
[

xṁ
4
i
4

−Nṁ
Out

TES
i
Out

TES

]

, (3.43)

where ṁ
Out

TES
is the mass flow rate exiting one of the N tubes – a positive value of Ė

Sto

TES

indicates that thermal power is being transferred to the TES device (i.e., charge), while

a negative value indicates that thermal power is being transferred from the TES device

(i.e., discharge). The curves shown in Fig. 12 represent the 10-day time period (solid line

linked to the lower x-axis) and the tenth day period (dashed line linked to the upper
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this next analysis discusses the reasonableness of the relative size of the TES device with

respect to the power cycle is presented. First, one should realize that it is not an easy task

to precisely determine the total size of power cycles when dealing with thermodynamic

studies like the one presented within this dissertation. Actually, regarding the evaluation

of power cycles sizes, authors have used the heat exchangers total heat transfer area (or

global conductance) as a scale indicator, e.g., Refs. [29, 107, 120, 121]. Based on such a

premise, and extending it to the TES system, it may be possible to indicate its relative

scale to the cycle. Thus, considering the internal diameter of the TES device given by

Eq. 3.25 (i.e., D
TES

= D
Int
/
√
N) and the heat exchangers lengths (L

He
, L

Rec
, and L

Co
),

the inner tubes wet area of the heat exchangers and TES device may be simply expressed

as πDL. So, the relative area scale of the TES system to the heat exchangers (HX) is

A
TES

A
HEx

=
L

TES

√
N

(

L
He

+ L
Rec

+ L
Co

) . (3.44)

Thus, for the aforementioned system, the analysis indicates an area ratio of ∼ 2. Now,

aiming to account for the TES external diameter (D
Ext

), which was clearly disregarded in

the
(

A
TES

/A
HEx

)

ratio, approximate volumes may be used for calculating the relative size.

Hence, considering the heat exchangers outer tube internal diameter as 1.5 D
Ext

and the

volumes of the heat exchangers and the TES system (each tube) as πD
2
L, the relative

volume scale of the TES system to the heat exchangers becomes

V
TES

V
HEx

=
D

2

Ext
L

TES
N

(

1.5 D
Int

)2 (

L
He

+ L
Rec

+ L
Co

)

. (3.45)

Then, for the aforementioned system, this analysis indicates a volume ratio of ∼ 85. Now,

it is important to specifically point out that the relative size of the TES system used

in this study with respect to the cycle or the power level should not be considered as

an absolute value. In a real application, not only the system would most likely to be

optimized, but also several changes would be made in terms of construction, operational

parameters, technologies employed, which would possibly alter the system size and outputs.

Therefore, because this study intends to analyze the transient response of the power cycle,

comparisons regarding the system for a real application would not be suitable nor fare.

Up to this point, the analyses considered specific TES configurations while aiming

to understand the transient influence of the TES system on the power cycle. Therefore, the
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natural direction is to parametrically analyze the effect of the TES design parameters (i.e.,

D
Ext

, L and N) on δ. Then, Fig. 13 shows the influence of the TES complexity, i.e., its

number of tubes (N) on δ, for the tenth day and a fixed L = 5 m, as function of D
Ext

. The

dashed horizontal red line represents the maximal possible value of δ. Such a maximum

would be achieved if the 2 kW demand was perfectly met during the entire 24 h period

considered, which, given the operational conditions adopted, would indicate a maximal

improvement index of δ ∼ 37.5% with respect to the cycle operating without TES device

and under the same operational conditions. Moreover, this maximal value is intrinsically

related to both the heat source and the stipulated demand, hence it may change with the

operational conditions. Also, for the sake of clarity, the symbols indicate the simulated

points, whereas the data-interpolated continuous gray line only facilitates the visualization

Figure 13 – δ as function of D
Ext

considering a TES system with L = 5 m and four different values of N .

By first analyzing the LHS of Fig. 13, it is clear that, regardless of N , as D
Ext

tends

to its minimal allowable value (which is determined by Eq. 3.25 and the wall thickness),

δ tends to zero, which indicates that the TES system has a minor effect on the cycle

performance due to the storage volume tending to zero. Now, for the RHS of Fig. 13, the

curves decrease with a milder slope as D
Ext

increases, i.e., the increase of the TES volume

leads to thermal power being constantly diverted outwards (away from the inner tube)

through diffusion. Furthermore, the division of the TES system into N > 1 sub-devices
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while keeping the transversal flow area constant increases the total heat transfer area by a

factor of
√
N . Then, increasing the system complexity improves its ability to use larger

storage volumes, which also increases its performance by enabling an optimal distribution

of thermal energy through the transversal area for any given D
Ext

. As may be observed,

the increase of N increases δ; nevertheless, a diminishing return is observed. Noteworthy

is that the maximal δ for N = 37 is roughly 6 times larger than the respective value for

N = 1. Finally, Fig. 13 also indicates the existence of optimal D
Ext

values that maximize

δ (one for each N considered), which are indicated by the filled red symbols.

Next, Fig. 14 considers the effect of D
Ext

on the thermal performance of the TES

system while keeping N = 37 for different values of L. Similar to the results shown in

Fig. 13, larger δ values are obtained increasing the heat transfer area (i.e., larger values

of L) – fixing N also fixes the internal diameter, so the heat transfer area depends only

on L. Also, for greater values of L, more TES material is located closer to the internal

flow region, which ultimately eases the heat transfer to or from the TES device. Therefore,

it is expected that D
Ext,Opt

decreases while L increases, as shown by the filled symbols.

Finally, for L = 10 m, δ approximately reaches its maximal value, eliminating the need to

simulate cases with larger L values.

Figure 14 – δ as function of D
Ext

considering a TES system with N = 37 and four different values of L.
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3.2.2 1st law efficiency

Recalling the efficiency definition regarding the 1st law of thermodynamics as

η
I

=
Ẇ

Net

Ė
In

, (3.46)

Fig. 15 shows the transient behavior of η
I

for two cycles: one with and another without a

TES system. The TES design assumed L = 10 m, N = 37 and D
Ext

= 100 mm, which is

the set of parameters that presented the highest value of δ in Fig. 14. The results show that

the curve for η
I

for the cycle without the TES device follows the trend of the curve for T
4

shown in Fig. 10, i.e., follows the variation of the heat source inlet temperature. Conversely,

the curve for η
I

for the cycle with the TES device presents an opposite behavior during

charge and a higher constant value during discharge.

Figure 15 – Tenth day temporal behavior of η
I

for the decoupled and coupled cycles considering a TES
system with L = 10 m, N = 37, and D

Ext
= 100 mm.

Focusing first on the charging process (i.e., t < 12 h), it can be realized that, since

the control scheme provides an almost constant Ẇ
Net

(see the dashed line in Fig. 11) and

that Ė
In

is directly proportional to the heat source inlet temperature, η
I

decreases and

reaches a minimum due to the charging of the TES device. During the discharge, the cycle

with the TES device achieves an even higher value than the maximum of the cycle without

the TES device. More specifically, between 12 h and 24 h, the coupled cycle achieves an
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average 1st law efficiency value of ∼ 13.7%, which is ∼ 26% higher than the one for the

cycle without TES system. This difference is due to the extra thermal energy provided

by the TES device, which is not included in the definition of η
I
. By analyzing the total

effective energy supplied (i.e., integrating the net power produced over time), the coupled

cycle produced ∼ 4.7% more than the decoupled one. So, the use of a properly designed

TES system allowed not only the demand to be better matched throughout the day, but

also improved how the thermal power is transferred and converted into mechanical power

(i.e., η
I
).

3.2.3 The influence of the thermal conductivity of the TES medium

The model implemented may also parametrically consider the effect of the ther-

mophysical properties of the TES medium on δ. In this sense, Figs. 16 and 17 vary the

thermal conductivity (k) of the material, assuming three significantly distinct values,

i.e., 1.4 W/(m · K), 14 W/(m · K), and 140 W/(m · K), for a TES configuration in which

L = 10 m, N = 37, and D
Ext

varies between 50 mm and 250 mm. First, in Fig. 16, for

small values of D
Ext

, the effect of k on δ is minor due to the small amount of storage

material available. Differently, for large values of D
Ext

, lower thermal conductivities limit

the radially outward thermal transport.

Figure 16 – Influence of the TES thermal conductivity on δ as function of D
Ext

for a TES system with
L = 10 m and N = 37.
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To further verify this analysis, Fig. 17 shows the time and space-averaged TES

thermal conductance, which considers conduction and convection, as the inverse of the

equivalent thermal resistance, i.e., R̄−1
eq =

(

R̄
CD

+ R̄
CV

)-1

. For k = 1.4 W/(m · K), the

thermal conductance is fairly constant, but, for the other two values considered, it presents

two well identifiable peaks, i.e., at D
Ext

∼ 90 mm and D
Ext

∼ 200 mm, which are related

to different sources: the working fluid thermophysical properties variations throughout the

TES system, the control scheme adopted, the different effect of D
Ext

on R̄
CD

and R̄
CV

.

Figure 17 – Thermal conductance of the TES system as function of D
Ext

for three values of thermal
conductivity considering a TES system with L = 10 m and N = 37.

3.2.4 Mass storage device and the complexity of the TES system

Now, on the mass storage device, it is worth recalling that its control is responsible

for enabling the cycle to maintain stable pressure levels throughout the day as well as

that the initial mass inventory of ∼ 6.36 kg mentioned in Sec. 3.1 is only specified as

an initial condition at day one. Then, Fig. 18 presents the variation of the mass storage

inventory for the tenth day considering a TES configuration of L = 10 m, D
Ext

= 150 mm,

and four values of N . The general trend presented by all four curves is related to the

transient behavior of the cycle and, more specifically, to the mass flow rate variations in

the heat exchangers and TES system. When the s-CO2 is being heated, the decrease of







91

4 PERFORMANCE MAPPING OF PACKED-BED TES SYSTEMS

FOR CONCENTRATED SOLAR-POWERED PLANTS USING SUPER-

CRITICAL CO2

Following the analyses of Chap. 3 and having in mind the current increased interest

in using s-CO2 as HTF for solar-powered plants, this chapter builds upon the existing

literature by assessing the performance of s-CO2 packed-bed TES applications, which

remains as a gap within the TES technology. Hence, this study explores the thermal-

hydraulic performance of a packed-bed TES system directly coupled to a concentrated

solar-powered s-CO2 recompression Brayton cycle, while considering a comprehensive

set of operational and design parameters — e.g., storage tank size and its arrangement

(aspect ratio), porous medium particle diameter, mass flow rates, charging temperature. A

thoroughly detailed transient and discretized numerical model is presented, discussed, and

verified, which is based on well-developed packed-bed TES methodology and, in addition,

encompasses several adaptations for dealing with a supercritical HTF. Such adaptations are

necessary for including the effects of thermophysical properties variations on the energy and

mass balances, something generally neglected for air-based applications. By considering the

integration between the solar field, TES system, and power block, the analyses assess, from

parametric and optimization standpoints, the operation of the TES system through its

charging-discharging combined efficiency, also carefully discussing the system performance

and indicating or clarifying trends of such a solution using s-CO2. The outcomes provided

clearly point out novel optimal directions to be followed in terms of the packed-bed TES

concept while matching demands from the CSP industry regarding the use of s-CO2 as

HTF [34]. Therefore, this dissertation not only contributes to the literature by exploring

the yet incipient know-how regarding technical aspects on s-CO2-based packed-bed TES

systems, but also facilitates the development of several further follow-up analyses, which,

for instance, may include scaling influence, economic feasibility, and exergetic assessments.
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4.1 METHODOLOGIES FOR MODELING AND EVALUATION

The following subsections present the methodology employed for modeling and

evaluation: (i) Subs. 4.1.1 explores the system layout and Subs. 4.1.2 the modeling of

the packed-bed TES device; (ii) Subs. 4.1.3 and 4.1.4 show the fluid and solid energy

equations, respectively; (iii) Subs. 4.1.5 presents the linearization of the solid mass-specific

internal energy and Subs. 4.1.6 the solid effective thermal conductivity; (iv) Subs. 4.1.7

introduces the volumetric heat transfer coefficient and Subs. 4.1.8 presents the pressure drop

correlation; (v) Subs. 4.1.9 and 4.1.10 present the energy conservation equations and heat

transfer coefficient of the lids and wall, respectively; (vi) Subs. 4.1.11 and 4.1.12 explore the

numerical routines and the power balance of the TES system, respectively; (vii) Subs. 4.1.13

discusses the spatial and temporal discretization independence; (viii) Subs. 4.1.14 presents

the modeling verification; and (ix) Subs. 4.1.15 discusses the charging and discharging

processes of the TES system and their efficiencies.

4.1.1 System modeling

Fig. 19 depicts the conventional layout of a solar field coupled to a power block with

a parallel TES system. The solar field provides thermal power during the day, which may

be used by the power block for producing electricity or be stored within the TES system.

Also, there are two auxiliary compression systems, A1 and A2, at the TES system outlet

(one for charging and one for discharging). These auxiliary systems are responsible for

compressing the mass flow rate at the TES system outlet to the solar field or power block

inlet pressures (thus compensating the pressure drop due to the flow through the porous

medium). A control system is responsible for dictating the mass flow rate circulating

between the solar field and the TES system, such that the s-CO2 arrives at the design

condition at the power block. Next, the fluid mass flow rate is returned by the power

block already pressurized, but at low temperature (i.e., at discharging temperature) and

may be directed to the solar field or to the TES system depending on the control strategy

employed. At this point, it is important to mention that the use of a compressor in the

TES discharging outlet is associated with a numerical convenience and that, in a real





94

impact the fluid pressure and temperature upstream the TES system. In order to deal

with this off-design power block dynamic, the modeling suggested by Ref. [122] is utilized

to assign the thermodynamic states in the power block. Ref. [123] employed such an

approach for a transient analysis of an s-CO2 recompression Brayton cycle coupled to a

solar field without TES system. Therefore, based on and using the modeling of Ref. [123],

the minimal s-CO2 temperature and pressure values within the cycle (point 1 in Fig. 20)

were determined as T1 = 32 ◦C and P1 = 8 MPa, respectively, with a fixed recompression

mass flow rate fraction (from point 8 to point 3 in Fig. 20) of 38.3%. Also, for the power

block design mass flow rate, a downscale value of roughly 1% of that used in Refs. [122,123]

was chosen, i.e., 1 kg/s. Then, by defining a set of power block inlet temperatures (TPB,In),

which are taken as TES charging temperatures (T
C

), the respective optimal power block

outlet temperatures (TPB,Out) and high-end pressure (P
PB,High

) are calculated and taken as

TES discharging temperatures (T
D

) and inlet working pressures (P In), respectively. The

optimal values obtained using the modeling of Refs. [122, 123] as well as the respective

power block thermal efficiencies are shown in Tab. 1.

Table 1 – Discharging temperature and working pressures from the optimal power block design and its
respective thermal efficiencies for different inlet temperatures.

T
PB,In

= T
C

[◦C] T
PB,Out

= T
D

[◦C] P
PB,High

= P [MPa] η
PB

[–]

400 263 24.30 0.3632
425 281 24.46 0.3890
450 300 24.60 0.4109
475 318 24.75 0.4298
500 338 24.87 0.4463
525 357 24.99 0.4608
550 378 25.10 0.4738
575 398 25.19 0.4855
600 420 25.29 0.4960
625 440 25.36 0.5055
650 462 25.44 0.5141

Moreover, to clarify the s-CO2 recompression Brayton cycle, Fig. 21 shows its T -s

diagram while considering TPB,In = 550 ◦C – all the thermodynamic states 1 to 8 of Fig. 20

are indicated with their relative position with respect to the critical isobaric.

It is relevant to mention that the fixed input operation parameters shown in Tab. 1
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Figure 21 – T -s diagram for the s-CO2 recompression Brayton cycle considering TPB,In = 550 ◦C.

might seem unjustified if one only considers that TES systems are likely to be subjected

to time-dependent inputs (i.e., variable inlet mass flow rate and/or temperature), which

depend on the energy source availability and the control strategy employed. However, the

choice for such a fixed-values set of parameters intends to not overly specify the analyses

according to a given set of time-dependent inputs. Then, fixed inputs may arguably be

seen as the less overly restricting possibility. Finally, the results presented in the following

section would be modified if a different set of input values was used; however, it is expected

that the main trends will not.

4.1.2 Modeling of the packed-bed TES device

In order to deal with the s-CO2 thermophysical properties variations as well as

the time-dependent behavior to which the TES system will be subjected, a specific

transient model was developed and implemented as a numerical routine, which was then

verified against independent data. The model is primarily based on Ref. [30], with several

adaptations included due to the change of the HTF from air to s-CO2. The core of the

TES device is modeled as an in-ground horizontal cylindrical tank, which is characterized

by the bed diameter D and bed length L and whose cut view along the axial direction is

shown in Fig. 22. To compose the packed-bed, the cylindrical cavity is filled with solid
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analysis, which requires a more robust formulation. For the fluid domain, the discretized

numerical expression for the conservation of energy [124], using the finite-volumes method,

is detailed in Sub. 4.1.3. On the other hand, for the incompressible and resting solid

domain, the expression is detailed in Sub. 4.1.4. The solid internal energy is linearized as

depicted in Sub. 4.1.5 and its effective thermal conductivity, which accounts for diffusion

and radiation, is obtained through the Kunii and Smith’s correlation [125,126], as depicted

by Ref. [30] and detailed in Sub. 4.1.6. The numerical model considers heat exchange not

only between the fluid and the solid phases due to convection but also between subsequent

axial solid nodes due to diffusion while all heat losses to the environment are accounted

for in the fluid expression.

The axially and temporally variable volumetric convective heat transfer coefficient

used in the energy conservation expressions is obtained through the Pfeffer’s correlation for

spherical particles [127], which is detailed in Sub. 4.1.7. Moreover, due to the HTF variable

thermophysical properties and the transient nature of the study, the HTF acceleration and

pressure drop, which are important for the system performance, are considered. For the

pressure drop, the modified Ergun’s correlation [128] is used, which is detailed in Sub. 4.1.8,

and, for the mass flow rate update, the approach used is presented in Sub. 4.1.11.

Now, focusing on the TES container, as shown in Fig. 22, the wall comprises three

concentric annuli, whereas each lid comprises three concentric circular slabs, i.e., the wall

and each lid are composed of insulation, steel, and ground layers. The ground temperature

at the external face of the ground layer, i.e., as far as 0.2 m from the steel external surface, is

assumed to be constant at Tg = 25 ◦C. In order to properly accounts for the time-dependent

variation of the heat losses to the surrounding ground, for the wall and lids domains,

dedicated finite-volumes numerical routines were developed for solving the temperature

fields. Information on the wall and lids as well as the equations used in these routines

are detailed in Sub. 4.1.9. Furthermore, the convective heat transfer coefficient between

fluid and the inner walls of the TES device is given, following Refs. [30,129,130], as the

summation of a convective-based coefficient and a conductive-radiative-based coefficient,

as detailed in Sub. 4.1.10.

In a brief description, the main numerical routine is fed with input and initial
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parameters and, for each time step, the fluid mass-specific enthalpy and the porous medium

temperature fields are obtained by solving a linear system of equations. Then, variables

are updated, temperature fields for the wall and lids are obtained, and the system is rerun

until convergence is achieved iteratively. Further details on the numerical routines are

provided in Sub. 4.1.11. Furthermore, for the convergence at each time step, the TES

overall power balance is observed, which is detailed in Sub. 4.1.12. Additionally, from the

time and space discretization independence study detailed in Sub. 4.1.13, the time step

∆t and number of axial elements Nz are obtained through bilinear interpolation based on

the bed length and diameter.

Even though the heat transfer and pressure drop correlations adopted were not

specifically developed for s-CO2 flowing through a porous-medium, they were chosen

due to the lack of better and reliable options to date – regarding the heat transfer, for

instance, there are even experimental studies on this matter, e.g., Ref. [131], but they

do not provide an employable numerical expression. As will be shown in Sub. 4.1.14,

results obtained using these correlations were compared to those from an independent

work and displayed good agreement. Moreover, based on characteristics inherent to s-CO2,

which are widely reported in the literature (e.g., Refs. [5, 15, 132]), it is expected that the

TES thermo-hydraulic performance benefits from the use of such an HTF. For instance,

the sharp increase of its volume-specific mass and the decrease of its dynamic viscosity

with the increase of the temperature may lead to improvements in terms of heat transfer

increase and the pressure drop reduction. Hence, it is arguably acceptable to conceive the

usage of the above-mentioned correlations for establishing baseline trends.

Finally, it is important mentioning that all analyses (except for those of Sub. 4.2.5)

are performed for a single charging-discharging cycle, i.e., a single charge immediately fol-

lowed by a discharge, without any idle time in between. Since a single charging-discharging

cycle is considered, the system performance evaluations might lack the effect of achieving

a periodic representative operational pattern, as discussed in Chap. 3. This approach

was chosen aiming to considerably decrease the simulation time required for the analyses

without undermining the focus on the TES overall performance trends regarding design

and operational parameters because the specific values obtained are not the main goal by
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themselves. Also, the validity of such an approach will be further discussed in Sub. 4.2.5.

4.1.3 Fluid energy equation

Using Eq. A.23 (from Appx. A) for a fluid central node of the packed-bed (i.e., not

in contact with a lid), recognizing that the node volume occupied by the fluid phase is

εV and that the total mass flow rate is actually given by ṁ = ερuA, neglecting thermal

dispersion within the fluid, implicitly evaluating the temporal terms, and assuming plug

flow, the fluid energy conservation equation yields

εV
P

(

ρ
F,P
i
F,P

− ρ
0

F,P
i
0

F,P

)

+
(

ṁ
F,e
i
F,e

− ṁ
F,w
i
F,w

)

∆t =

h
part,P

A
HT,P

(

T
S,P

− T
F,P

)

∆t+ εV
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(

P
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− P 0

F,P

)

+




ṁ
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ρ
F,e





(
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− P
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∆t+





ṁ
F,w

ρ
F,w





(

P
F,P

− P
F,w

)

∆t+

hW all,PAW all,P (TW all,P − TF,P ) ∆t,

(4.1)

for which ṁ is the total mass flow rate through the packed-bed, ε the packed-bed porosity,

V the node total volume, ρ the volume-specific mass, t the time, T the temperature, P

the thermodynamic pressure, h the convective heat transfer coefficient.

Using UDS for the advective terms while considering the flow from LHS to RHS,

recognizing that hpartAHT
= ~V (as will be shown in Sub. 4.1.7), using the enthalpy-

temperature coupling factor g
P

to replace the fluid temperature by its mass-specific

enthalpy as T
F,P

= g
P
i
F,P

, and dividing Eq. 4.1 by the time step ∆t, it yields
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ρ
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=
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.

(4.2)
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Thus, solving Eq. 4.2 for i
F,P

, it yields

(
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(4.3)

Then, Eq. 4.3 may be rewritten in a generic form for encompassing all heat losses as

(

−ṁ
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(4.4)

for which the subscripts F and S refer to the fluid (s-CO2) and solid (porous medium

material) phases, respectively; the superscript 0 refers to the previous time step while no

superscript indicates the current time step. The summation indicated by the subscript loss

is used for compactness and refers to all thermal losses, so the subscript α encompasses

both the storage wall and lids. For the wall,

hαAα = h
Wall

πD∆z, (4.5)

whereas for either lid,

hαAα = h
Lid

πD2

4
. (4.6)

The node total volume, which is given by

V
P

=
πD2

4
∆z (4.7)
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is multiplied by ε to account for the fluid-filled volume only. The axially discretized length

is given by

∆z =
L

Nz

(4.8)

and further detailed in Sub. 4.1.13. Once again, the temperature-enthalpy coupling factor

g, which was already discussed along with Eq. 3.9, linearizes the mass-specific enthalpy,

thus allowing the fluid energy equation to be written in terms of the fluid mass-specific

enthalpy only, which eases the numerical solution. Furthermore, for obtaining Eq. 4.4,

plug flow was assumed throughout the porous medium, which allows the fluid mass flow

rate, temperature, and pressure (and, thus, its thermophysical properties) to be considered

uniform at each section and, consequently, also allows the calculation of a heat transfer

coefficient for each section based on a specific correlation.

4.1.4 Solid energy equation

For the incompressible and resting solid phase with constant volume-specific mass,

as shown in Ref. [109], Eq. A.1 (from Appx. A) simplifies to

∂
(

ρ
S
e

S

)

∂t
= ~∇ ·

(

k
S
~∇T

S

)

. (4.9)

So, integrating Eq. 4.9 over the solid volume and the time, it yields

∫

t

∫

V

∂
(

ρ
S
e

S

)

∂t
dV dt =

∫

t

∫

V

~∇ ·
(

k
S
~∇T

S

)

dV dt, (4.10)

and, applying the divergence theorem to the term on the RHS of Eq. 4.10, it yields

∫

t

∫

V

∂
(

ρ
S
e

S

)

∂t
dV dt =

∫

t

∫

S

(

k
S
~∇T

S

)

· n̂ dSdt. (4.11)

Thus, for the solid phase of a central node of the packed-bed (i.e., not in contact with a lid)

and implicitly evaluating of the temporal terms, the solid energy conservation equation
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yields
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(4.12)

for which

A
Trans

=
πD

2

4
. (4.13)

As already mentioned, the solid material chosen is alumina, which is considered

as having a constant volume-specific mass of ρ
S

= 3950 kg/m3. The node total volume is

multiplied by the (1 − ε) to account for the solid volume only. Once again, the effective

thermal conductivity is detailed in Sub. 4.1.6. Using CDS for the derivatives on the RHS

of Eq. 4.12, recognizing, once again, that hpartAHT
= ~V , and dividing Eq. 4.12 by the

time step ∆t, it yields

(1 − ε)V
P
ρ

S,P

(

e
S,P

− e
0

S,P

)

∆t
= ~

P
V

P

(

T
F,P

− T
S,P

)

+


k
S,eff,e

A
Trans,e

(

T
S,E

− T
S,P

)

∆z



−


k
S,eff,w

A
Trans,w

(

T
S,P

− T
S,W

)

∆z



 .

(4.14)

To ease the numerical solution, as will be discussed in Sub. 4.1.5, the solid mass-specific

internal energy is linearized as

e
S

(

T
S

)

= α
1
T

S
+ α

2
. (4.15)

Also, using, once again, the coupling factor g
P

from Eq. 3.9 to replace the fluid temperature

by its mass-specific enthlapy as T
F,P

= g
P
i
F,P

, Eq. 4.15 yields
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(4.16)
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Then, solving Eq. 4.16 for T S, it yields
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Finally, the effective thermal conductivities at the volume interfaces are evaluated

through harmonic means as

k
S,eff,w

=
2k

S,eff,W
k
S,eff,P

k
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+k
S,eff,P

k
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. (4.18)

4.1.5 Linearization of the solid mass-specific internal energy

Following Ref. [30], the solid internal energy is expressed as

e
S

(

T
S

)

=
∫ T

S

Tref

(

c
S

)

dT
S
, (4.19)

for which the solid temperature-dependent mass-specific heat c
S

is expressed as

c
S

= ϕ
1
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+ ϕ
3
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+ ϕ

4





1
T 2

S







 , (4.20)

with the ϕ
j

coefficients being obtained for alumina by fitting the data of Ref. [133] in

Eq. 4.20 and whose values are shown in Tab. 2 – the values obtained through Eq. 4.20

and the ϕ
j

coefficients of Tab. 2 agree with those of Refs. [110,134].

Table 2 – Coefficients of Eq. 4.20 for alumina obtained through data fitting.

Coefficient ϕ
1

ϕ
2

ϕ
3

ϕ
4

Value 1.712 103 0.658 6.750 10−5 −2.010 104

Then, assuming e
S,ref

= e
S

(

T
ref

)

= 0, for which the reference temperature was

selected as T
ref

= 25 ◦C, the solid mass-specific internal energy is obtained through

integration as
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Moreover, the well-known expression
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is used for linearizing a given function of the solid temperature T
S
, with T

S,a
as an

approximation (i.e., a guess) of T
S
. Then, applying Eq. 4.22 for the nonlinear terms of

Eq. 4.21, they yield
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Hence, using Eq. 4.23, the linearized expression for the solid mass-specific internal energy

becomes
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, (4.24)

for which

α
1

= ϕ
1

[

ϕ
2

+ ϕ
3
T

S,a
+ ϕ

4

(

1
T 2

S,a

)]

,

α
2

=
(

−ϕ
1

)

[

ϕ
2
T

ref
+ ϕ

3

(

T 2

S,a
+T 2

ref
2

)

+ ϕ
4

(

2
T

S,a
− 1

T
ref

)

]

.

(4.25)

Finally, the numerical model starts each time step using the temperature distribution from

the previous time step as T
S,a

for the first iteration and then continuously updates T
S,a

.

4.1.6 Solid effective thermal conductivity

As depicted by Ref. [30], the solid effective thermal conductivity k
eff

is obtained

through the Kunii and Smith’s correlation [125], which is given by

k
eff

= k
F
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(
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+
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1
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(

1
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+ hrssd

k
F

)−1

+
β

2
κ











. (4.26)

The parameter β
1

is the ratio between the effective length between centers of two neighbor-

ing solid particles in the heat flow direction and the particle diameter, which ranges from

0.9 (close packing) to 1 (loose packing) for almost all actual packed-beds. Throughout
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this study, it was adopted β
1

= 0.9. Also, the parameter β
2

is the ratio between the solid

particle effective heat transfer length and the particle diameter and whose value is 2/3.

Moreover, the parameter κ is the ratio between solid and fluid thermal conductivities,

which is given by

κ =
k

S

k
F

. (4.27)

Then, the void to void radiative heat transfer coefficient given by [126]

hrvv =
0.1952

(

T
F
/100

)3

1 +
{[

ε
(

1 − ǫ
S

)]

/
[

2ǫ
S

(1 − ε)
]} , (4.28)

whereas the surface-to-surface radiative heat transfer coefficient given by [126]

hrss = 0.1952

(

ǫ
S

2 − ǫ
S

)(

T
F

100

)3

, (4.29)

for which T
F

is used in Kelvin and ǫ
S

is the alumina emissivity, which, following the

indicative and using the total normal emissivity data of Ref. [135], is obtained through

interpolation. The cubic polynomial obtained is given by

ǫ
S

(

T
S

)

= 0.5201 − 0.1794T ∗

S
+ 0.01343T ∗2

S
+ 0.01861T

*3

S
, (4.30)

for which

T ∗

S
=
T

S
− 953.8151
432.1046

(4.31)

is used for centering and scaling the solid temperature – the data fitting of Eq. 4.30

presented R
2 ≈ 0.7 – and T

S
is also used in Kelvin. With Eqs. 4.30 and 4.31 for evaluating

the alumina emissivity at the lowest and highest temperatures considered for the packed-

bed operation (which are shown in Tab. 1), it is possible to observe that the material

emissivity varies from ∼ 0.7 at 230 ◦C to ∼ 0.5 at 700 ◦C, which justifies the use of a

temperature-depended approach for the alumina emissivity.

Also, the alumina temperature-dependent thermal conductivity is given by [136]

k
S

= 85.868 − 0.22972T
S

+ 2.607 · 10
-4
T

2

S
− 1.3607 · 10

-7
T

3

S
+ 2.7092 · 10

-11
T

4

S
, (4.32)
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whose values agree with those of Refs. [110,137] (T
S

is used in Kelvin).

Moreover, the parameter ω in Eq. 4.26 is the ratio between the effective thickness

of the fluid film adjacent to the surface of two solid particles and the particle diameter

obtained through interpolation as [125]

ω = ω1 + (ω2 − ω1)
(

ε− ε1

ε2 − ε1

)

, (4.33)

for which ε1 = 0.26 and ε2 = 0.476 [125] are the minimal and maximal allowable porosities,

respectively. Moreover, ω
1,p

and ω
2,P

are obtained from Ref. [125] as

ω
j

=
(1

2

) [(κ− 1) /κ]2 sin2
(

Θ
j

)

ln
[

κ− (κ− 1) cos
(

Θ
j

)]

− [(κ− 1) /κ]
(

1 − cos
(

Θ
j

)) − 2
3κ
, (4.34)

with j = 1 and j = 2, respectively. Furthermore, Θ is the heat flow area boundary angle

for one contact point [125], then sin2
(

Θ
1

)

= 1/1.5, sin2
(

Θ
2

)

= 1/
(

4
√

3
)

[125], and

cos (Θj) =
√

1 − sin2 (Θj) [129].

4.1.7 Volumetric heat transfer coefficient

The volumetric convection heat transfer coefficient ~ is obtained by multiplying

the convection heat transfer coefficient for a spherical particle hpart by a coefficient that

represents the ratio between the particles total heat transfer area and the bed total

volume [138], i.e.,

hpartAHT
= ~V → ~ = hpart

A
HT

V
. (4.35)

Considering that the number of spherical particles in the porous medium may be expressed

as

n =
V

S

Vpart

=
(1 − ε)V
(

πd3/6
) , (4.36)

the total heat transfer area follows as

A
HT

= nApart = nπd
2

=
6(1 − ε)V

d
, (4.37)
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and, as shown by Refs. [138,139],

~ = hpart

6 (1 − ε)
d

, (4.38)

for which d is the particle diameter. The Pfeffer’s correlation [127] was adapted and used

for the particle convection heat transfer coefficient as

hpart = max

[

1.26
(

1−(1−ε)5/3

W

)1/3
(cG)1/3

(

k
d

)2/3
, 2

(

k
d

)

]

, (4.39)

where

γ = 2 − 3(1 − ε)1/3 + 3(1 − ε)5/3 − 2(1 − ε)2, (4.40)

c and k are the fluid mass-specific heat at constant pressure and thermal conductivity,

respectively, and

G
P

=
ṁ

P

εA
Trans

=

(

ṁ
P,In

+ ṁ
P,Out

)

/2

ε (πD2/4)
(4.41)

is the effective mass flow rate per cross-section area [30]. Furthermore, the adaptation of

Eq. 4.39 is due to the limiting case of a stagnated fluid in the packed-bed, for which the

Pfeffer’s correlation would predict no heat transfer between fluid and solid even if a finite

temperature difference existed between them (i.e., u → 0, G → 0, hpart → 0). Therefore,

in order to prevent this model limitation, because the analytical heat transfer lower limit

for a heated isothermal sphere in a quiescent fluid medium is [110]

hpart (u → 0) =
2k
d
, (4.42)

the heat transfer coefficient given by Eq. 4.39 is taken as the maximal between that of the

Pfeffer’s correlation and the lower limiting value.



108

4.1.8 Pressure drop correlation

The pressure drop for a node P is obtained through the modified Ergun’s correla-

tion [128] as

(∆P )
P

=
∆z G2

P

ρ
F,P

d



ξ
1

(1 − ε)
2

ε3 Ψ2

µ
F,P

G
P
d

+ ξ
2

(1 − ε)
ε3Ψ



 , (4.43)

in the same manner used by and with the same values of parameters used in Refs. [30, 91].

The first summand within the brackets is associated with the frictional loss, whereas the

second summand is associated with the inertial loss. For all studies and assuming that the

particles have smooth surfaces, the values of the parameters ξ
1

and ξ
2

were assumed as

180 and 1.8, respectively, as indicated by Ref. [140] – these values agree, range-wise, with

those used by Refs. [30,91]. Although the hypothesis of spherical particles was assumed,

aiming for more realistic results, the sphericiy Ψ = 0.9 was used.

4.1.9 Wall and lids energy equations

The domain for the composed wall is axially and radially discretized, whereas the

domains for the composed lids are only axially discretized. The insulation and the ground

thicknesses are defined as t
i
= tg = 0.2 m. The steel wall thickness is calculated to bear

the internal high working pressure as [141]

tst =
P
(

D + 2t
i

)

2
(

σst − 0.6P
) , (4.44)

where P is the fluid maximal working pressure and σst = 140 MPa is the material yield

strength, whose value of already accounts for the material tensile strength reduction due

to the high working temperature and a safety factor.

For the composed wall and lids domains, dedicated diffusion-based finite-volumes

numerical routines are employed for solving their temperature fields. Both numerical

routines are based on the discretization of the energy equation for a solid [109], which is

similar to Eq. 4.9 and given by

∂
(

ρ
Wall

c
Wall

T
Wall

)

∂t
= ~∇ ·

(

k
Wall

~∇T
Wall

)

, (4.45)
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for which the subscript Wall is loosely used for indicating all layers of both the wall and

the lids. The thermophysical properties of the three composing materials are considered

constant throughout all studies. Following the same steps between Eqs. 4.9 and 4.12 for

the composed lateral wall, using a two-dimension model in cylindrical coordinates (z and

r), and implicitly evaluating the temporal terms, the energy conservation equation for a

central node of the wall yields

V
Wall,P

ρ
Wall,P

c
Wall,P

(

T
Wall,P

− T
0

Wall,P

)

=
(

k
Wall

A
Wall

∂T
Wall

∂z

)

e

∆t+

(

k
Wall

A
Wall

∂T
Wall

∂z

)

w

∆t+

(

k
Wall

A
Wall

∂T
Wall

∂r

)

re

∆t+

(

k
Wall

A
Wall

∂T
Wall

∂r

)

ri

∆t,

(4.46)

for which the subscripts re and ri indicate outward and inward radial interfaces, respectively.

Also, the wall areas and volume are given by

A
Wall,e

= A
Wall,w

=
π
(

r
2

re − r
2

ri

)

4
,

A
Wall,ri

= 2πr
ri
∆z,

A
Wall,re

= 2πrre∆z,

V
Wall

=
π
(

r
2

re − r
2

ri

)

4
∆z.

(4.47)

Using CDS for the derivatives on the RHS of Eq. 4.46 and dividing it by the time step ∆t,

it yields

V
Wall,P

ρ
Wall,P

c
Wall,P

(

T
Wall,P

− T
0

Wall,P

)

∆t
=

k
Wall,e

A
Wall,e

(

T
Wall,E

− T
Wall,P

)

∆z
+ k

Wall,w
A

Wall,w

(

T
Wall,W

− T
Wall,P

)

∆z
+

k
Wall,re

A
Wall,re

(

T
Wall,RE

− T
Wall,P

)

r
RE

− r
P

+ k
Wall,ri

A
Wall,ri

(

T
Wall,RI

− T
Wall,P

)

r
RI

− r
P

,

(4.48)

for which ∆rre =
(

rRE − r
P

)

and ∆r
ri

=
(

rRI − r
P

)

are, respectively, the distances in the

radial direction between the volume centers of the RE (radial outward) and P and RI
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(radial inward) and P nodes. Even though for the present study each material layer is

uniformly discretized in Nz elements of length ∆z in the axial direction and Nr elements

in the radial direction, their thicknesses are variable, so the distance between centers in

the radial direction is not necessarily uniform. Then, solving Eq. 4.48 for T
Wall,P

, it yields

T
Wall,P





(

V
Wall,P

ρ
Wall,P

c
Wall,P

)

∆t
+

(

k
Wall,e

A
Wall,e

)

∆z
+

(

k
Wall,w

A
Wall,w

)

∆z
+

(

k
Wall,re

A
Wall,re

)

(∆r)
re

+

(

k
Wall,ri

A
Wall,ri

)

(∆r)
ri



 =

(

V
Wall,P

ρ
Wall,P

c
Wall,P

)

∆t
T

0

Wall,P
+

(

k
Wall,e

A
Wall,e

)

∆z
T

Wall,E
+

(

k
Wall,w

A
Wall,w

)

∆z
T

Wall,W
+

(

k
Wall,re

A
Wall,re

)

(∆r)
re

T
Wall,RE

+

(

k
Wall,ri

A
Wall,ri

)

(∆r)
ri

T
Wall,RI

.

(4.49)

Furthermore, the thermal conductivities at the volume interfaces are evaluated as

k
Wall,w

=
2k

Wall,W
k

Wall,P

k
Wall,W

+ k
Wall,P

,

k
Wall,e

=
2k

Wall,P
k

Wall,E

k
Wall,P

+ k
Wall,E

,

k
Wall,re

=
(∆r)

P
+ (∆r)

RE
(∆r)

P
k
Wall,P

+
(∆r)

RE
k
Wall,E

,

k
Wall,ri

=
(∆r)

RI
+ (∆r)

P
(∆r)

RI
k
Wall,RI

+
(∆r)

P
k
Wall,P

,

(4.50)

i.e., harmonic means as those of Eq. 4.18 are used for the axial direction, whereas length-

weighted harmonic means are used for the radial direction. In Eq. 4.50, (∆r)
RE

and (∆r)
RI

are, respectively, the radial outward and inward nodes radial lengths. For each layer, i.e.,

insulation, steel, and ground, the node radial length varies as

(∆r)
i
=

t
i

N
i

, (∆r)
st

=
tst
Nst

, (∆r)
g

=
tg
Ng

. (4.51)

At the wall inner radial surface, there is heat transfer due to convection between

fluid and the insulation layer; whereas, at the wall outer radial surface there is heat transfer
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due to conduction to the ground. Thus, for wall volumes at the inner radial surface, the

fourth term on the RHS of Eq. 4.46 should be replaced by

(

k
Wall

A
Wall

∂T
Wall

∂r

)

ri

∆t → h
Wall,P

A
Wall,P

(

T
F,P

− T
Wall,P

)

∆t, (4.52)

and, for wall volumes at the outer radial surface, the third term on the RHS of Eq. 4.46

should be replaced by

(

k
Wall

A
Wall

∂T
Wall

∂r

)

re

∆t → kgAWall,P

(

Tg − T
Wall,P

)

(∆r)
P
/2

∆t. (4.53)

The wall outer axial surfaces are considered to be perfectly thermally insulated, thus, for

wall volumes at the outer axial right surface, the first term on the RHS of Eq. 4.46 should

be replaced by

(

k
Wall

A
Wall

∂T
Wall

∂z

)

e

∆t → 0, (4.54)

and, for wall volumes at the outer axial left surface, the second term on the RHS of

Eq. 4.46 should be replaced by

(

k
Wall

A
Wall

∂T
Wall

∂z

)

w

∆t → 0. (4.55)

Then, with Eqs. 4.52, 4.53, 4.54, and 4.55 for modifying Eq. 4.46 as necessary, a set of

equations for all wall volumes is obtained.

For both lids, the numerical expression is simpler than that for the wall because

the heat transfer is one-dimensional, hence

V
Lid,P

ρ
Lid,P

c
Lid,P

(

T
Lid,P

− T
0

Lid,P

)

=
(

k
Lid
A

Lid

∂T
Lid

∂z

)

e

∆t+

(

k
Lid
A

Lid

∂T
Lid

∂z

)

w

∆t,
(4.56)

Following similar steps to those for the wall, the equivalent of Eq. 4.49 for a central node
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of one lid is

T
Lid,P





(

V
Lid,P

ρ
Lid,P

c
Lid,P

)

∆t
+

(

k
Lid,e

A
Lid,e

)

∆z
+

(

k
Lid,w

A
Lid,w

)

∆z



 =

(

V
Lid,P

ρ
Lid,P

c
Lid,P

)

∆t
T

0

Lid,P
+

(

k
Lid,e

A
Lid,e

)

∆z
T

Lid,E
+

(

k
Lid,w

A
Lid,w

)

∆z
T

Lid,W
,

(4.57)

with interface thermal conductivities following Eq. 4.50.

The lids outer radial surfaces are also considered to be perfectly thermally insulated.

Moreover, at the inner axial surfaces of each lid, there is heat transfer due to convection

between fluid and the insulation layer; whereas, at the outer axial surface of each lid, there

is heat transfer due to conduction to the ground. Thus, for a lid volume in the inner axial

surface of the left lid, the first term on the RHS of Eq. 4.49 should be replaced by

(

k
Lid
A

Lid

∂T
Lid

∂z

)

e

∆t → h
Wall,P

A
Lid,P

(

T
F,P

− T
Lid,P

)

∆t, (4.58)

and, for a lid volume at the outer axial surface of the left lid, the second term on the RHS

of Eq. 4.49 should be replaced by

(

k
Lid
A

Lid

∂T
Lid

∂z

)

w

∆t → kgALid,P

(

Tg − T
Lid,P

)

(∆z)
P
/2

∆t. (4.59)

For the right lid, equivalent expressions to Eqs. 4.58 and 4.59 may be obtained according

to the shifted volume position. Furthermore, the convective heat transfer coefficient used

for the lids is assumed as that of the closest wall element.

The values of the thermophysical properties considered for the materials composing

the lateral wall and the lids are shown in Tab. 3.

Table 3 – Thermophysical properties for insulation, steel, and ground.

k [W/(m · K)] ρ [kg/m3] c [J/(kg · K)]

Insulation (i) [91] 0.25 250 1190
Steel (st) [91] 11.7 8050 483.1

Ground (g) [142] 2.9 2650 732.2
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4.1.10 Wall heat transfer coefficient

The convection heat transfer coefficient between the fluid and the inner walls of

the TES device is given, following the indicatives of Refs. [30,129,130], by

h
Wall

= h
Cv

Wall
+ h

Cd,Ra

Wall
, (4.60)

i.e., the summation of a convective effect due to the fluid (Cv) and a conductive-radiative

effect due to the solid (Cd,Ra). For the convective term, the correlation of Ref. [139] is

employed as

h
Cv

Wall
=
(

2.58Re1/3

d
Pr1/3 + 0.094Re4/5

d
Pr2/5

)

(

k
F

d

)

. (4.61)

Then, for the conductive-radiative term, according to Ref. [130], the expression is given by

h
Cd,Ra

Wall
=

k
stag

Wall
k

stag

eff
(

kstag

eff
− kstag

Wall
/2
) , (4.62)

for which

k
stag

eff
= k

F











ε

(

1 +
hrvvd

k
F

)

+
(1 − ε)

(

1
ω

+ hrssd

k
F

)−1

+
(

2k
F

3k
S

)











(4.63)

and

k
stag

Wall
= k

F











ε
Wall

(

2 +
hrvvd

k
F

)

+

(

1 − ε
Wall

)

(

1
ω

Wall
+ hrssd

k
F

)−1

+
(

1k
F

3k
S

)











, (4.64)

with κ, hrvv, hrss , and ω being given by Eqs. 4.27, 4.28, 4.29, and 4.33, respectively.

Because of the large expected D/d ratio, the wall porosity is assumed constant as εWall =

0.4 [130, 143] (the closest packing of spheres on a flat plate), whereas ω
Wall

is given

by [144,145]

ω
Wall

=
(1

4

) [(κ− 1) /κ]
2

ln (κ) − [(κ− 1) /κ]
− 1

3κ
. (4.65)
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4.1.11 Numerical routines for the TES system

All numerical routines were implemented in MATLAB® [104] with fluids thermo-

physical properties obtained from CoolProp [3, 4]. Following the main flowchart shown

in Fig. 23, the main numerical routine is fed with input parameters (and the admissible

deviations, which are detailed further on). Then, values for the variables considered are

assigned and the spatial and temporal discretization parameters are obtained as functions

of L and D, as detailed in Sub. 4.1.13. After that, fields for all variables φ (i.e., i
F
, T

F
, P

F
,

ρ
F
, c

F
, k

F
, µ

F
, ṁ

F
, T

S
, k

S
, hv, h

Wall
, etc) are obtained for the steady-state, considering

the TES system filled and pressurized with stationary fluid at discharging temperature

and steady-state temperature distributions at lids and wall (insulation, steel, and ground

layers) – because the fluid is stationary with length-wise uniform temperature, the wall

and lids initial temperature distributions are easily obtained through equivalent resistances

from undergraduate heat transfer literature.

For each time step of the system charging process, which is shown by the light

blue shade and indicated as “Charging” in Fig. 23, a specific numerical routine, which is

indicated by the dashed line rectangle and named “Packed-bed inner routine”, is called for

solving the new fields. Such a routine, which is shown in Fig. 24 and detailed further on,

takes data from the previous time step and iteratively obtains the new fields. Then, the

Bi ≤ 0.1 assumption (which is also discussed further on) is checked: if OK, the algorithm

continues; if otherwise, the simulation stops with an error flag. If the Bi assumption is

satisfied, the algorithm checks the charging stopping criterion ∆T
F,Out,C

through the fluid

outlet temperature. If T
F,Out,C

≤ T
D

+ ∆T
F,Out,C

, the algorithm checks if the current time

is less than the maximal charging time t
C,Max

: if it is not, the charging is stopped and the

charging time is defined as t = t
C,Max

; if otherwise, the current fields are used as inputs for

the inner routine for the next time, i.e., t = t+ ∆t. Now, if T
F,Out,C

> T
D

+ ∆T
F,Out,C

, the

charging is stopped and the charging time is defined as that of the previous time step (i.e.,

as t
C

= t− ∆t). Then the pumping power is calculated and the charging data is stored.

When the charging process ends, the flow stops, thus the mass flow rate field

becomes null and the pressure field uniform at the inlet value. Then, for starting the
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Now, for the packed-bed inner routine, Fig. 24 shows its routine flowchart. The

numerical algorithm receives input data and the previous time step fields, which are

generically represented by φ
0
. The routine starts based on φ

0
, i.e., it initially assumes

the new fields as φ
1

= φ
0
. The algorithm is based on successive substitutions, then an

auxiliary set of fields is also initialized as φ
2

= φ
0
. The iteration counter b is set to 1.

For obtaining the new fields, the algorithm performs the tasks encompassed by the light

green shade in Fig. 24. A sparse linear system of equations is assembled using Eqs. 4.4

and 4.17 for solving the fluid mass-specific enthalpy and the porous medium temperature

fields simultaneously. With the new values of T
S
, the solid properties are updated. Also,

with the new values of i
F

for the iteration b, fluid properties (i.e., T
F
, ρ

F
, c

F
, k

F
, and µ

F
)

are updated as f
(

i
F,P
, P

b-1

F,P

)

, where P
b-1

F,P
is the fluid pressure interpolated at the node P

center using the pressures at the node interfaces from the previous iteration, i.e., P
b-1

F,w
and

P
b-1

F,e
. Similarly, the volume-specific mass at the nodes interfaces required for Eq. 4.4 is

obtained through interpolation/extrapolation using the values at the center nodes. Then,

the mass flow rate field is updated at each node P interface(except for the inlet mass flow

rate, which is a boundary condition) through a cumulative summation as

ṁ
F,j

= ṁ
F,1

−
j−1
∑

k=1









εV
P

(

ρ
F,P

− ρ0

F,P

)

∆t









k

, (4.66)

with ṁ
F,1

as the inlet mass flow rate, which is constant for a given time step and iteration.

So, Eq. 4.66 may be regarded as the conservation of mass equation, for which the term

within the brackets indicates the net mass variation within a discretized node and a time

step, which is related to the fluid acceleration. Similarly to for the mass flow rate, the

pressure field is updated as

P
F,j

= P
F,1

−
j−1
∑

k=1

[

(∆P )
P

]

k
, (4.67)

with P
F,1

as the inlet pressure, which is also constant for a given time step and iteration, and

(∆P )
P

as the pressure drop obtained with the Modified Ergun’s correlation of Ref. [128],

which was detailed in Sub. 4.1.8. Furthermore, the volumetric and the wall heat transfer

convective coefficients are updated using the expressions already detailed in Subs. 4.1.7
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and 4.1.10, respectively. Then, with the updated wall heat transfer convective coefficient

field, the new wall and lids temperature fields are obtained by solving a specific sparse

linear system of equations for each, which are based on the expressions already detailed in

Sub. 4.1.9. Thus, the new fields φ
1

are obtained.

The routine, then, verifies the power balance, as will be detailed in Sub. 4.1.12,

and calculates the deviations of φ
1

with respect to φ
2
. Because not only properties, but

also pressure drop and heat transfer coefficients are temperature-dependent, at each

time step, the iterative solution requires the convergence of fluid mass-specific enthalpy,

temperature, volume-specific mass, pressure, and mass flow rate; porous medium, wall and

lids temperatures; heat transfer coefficients (to the porous medium, the wall, and the lids).

The convergence criteria between subsequent iterations are divided into two categories,

i.e., absolute and relative, whose values are shown in Tab. 4.

Table 4 – Convergence criteria values.

Variable T
F

P T
S

i
F

ρ
F

ṁ ~, h
Wall

T
Wall

, T
Lid

Absolute 0.05 ◦C 0.1 Pa 0.05 ◦C – – – – –
Relative [%] – – – 0.01 0.1 0.1 0.1 0.05

If the convergence between φ
1

and φ
2

for all parameters including the power balance

is achieved, the routine outputs the φ
1

fields to the main routine (i.e., that of Fig. 23); if

otherwise, the routine checks if the iteration counter is smaller than the maximal iteration

number b
Max

. If b ≥ b
Max

, the inner routine stops and outputs an error flag to the main

routine; if otherwise, the routine updates the fields φ
2

= φ
1

and the iteration counter

b = b+ 1 and proceeds to resolve the sparse linear system of equations for i
F

and T
S
, so

the iterative loop is set up.

Additionally, it is worth mentioning that the formulation presented thus far assumes

that, for each axial section, the solid spheres comprising the porous medium are isothermal

and the lumped capacitance method may be applied. Hence, it is required such an

assumption to be verified once convergence within a time step is achieved. That was

performed through checking if the condition of Bi ≤ 0.1 [110] is not violated at each node.
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Then, for the n spherical particles within an axial section, it means

Bi =
hpart

(

nVpart
nA

HT,part

)

k
S

=
hpart

(

Vpart
A

HT,part

)

k
S

=

[

~
d

6(1−ε)

]

[

(πd3/6)
πd2

]

k
S

=
[

~
d2

36(1−ε)

]

k
S

=
~d2

36 (1 − ε) k
S

≤ 0.1.

(4.68)

4.1.12 TES power balance equations

The TES overall power balance is obtained by the summation of the net thermal

power delivered/retrieved by the HTF (Ė
Net

), the overall thermal power stored (Ė
Sto

),

the power related to pressure variation (Ė
∆P

), and the overall thermal power associated

to losses to the surrounding environment (Ė
Loss

) as

λ = Ė
Net − Ė

Sto
+ Ė

∆P − Ė
Loss

, (4.69)

where λ is the overall power deviation, which tends to zero as the convergence is reached.

Considering the terms on the RHS of Eq. 4.69, first, the net thermal power delivered/re-

trieved by the HTF is given by

Ė
Net

= ṁ
In
i
In

− ṁ
Out

i
Out

. (4.70)

Secondly, the overall thermal power stored is given by

Ė
Sto

= Ė
Sto

S
+ Ė

Sto

F
+ Ė

Sto

Lid,1
+ Ė

Sto

Lid,2
+ Ė

Sto

Wall
, (4.71)

which accounts for the temporal variation of the thermal energy stored in the solid porous

medium (S), in the fluid within the porous medium (F), in both lids (Lid), and in the

composed lateral wall (Wall). Thirdly, the power related to the pressure variation is given

by

Ė
∆P

=
Nz
∑

j=1









εV

(

P
F,P

− P
0

F,P

)

∆t
+
ṁ

F,e

ρ
F,e

(

P
F,e

− P
F,P

)

+
ṁ

F,w

ρ
F,w

(

P
F,P

− P
F,w

)









j

. (4.72)
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Finally, the thermal loss is given by

Ė
Loss

= Ė
Loss

Lid,1
+ Ė

Loss

Lid,2
+ Ė

Loss

Wall
, (4.73)

which includes the thermal losses to the surrounding ground through both lids and the

composed lateral wall.

Moreover, the thermal power stored in the solid porous medium is given by

Ė
Sto

S
= (1 − ε) ρ

S

Nz
∑

j=1









V

(

e
S,P

− e
0

S,P

)

∆t









j

. (4.74)

Similarly, for the fluid within the porous medium, the thermal power stored is given by

Ė
Sto

F
= ε

Nz
∑

j=1









V

(

ρ
F
i
F,P

− ρ
0

F
i
0

F,P

)

∆t









j

. (4.75)

Also, the thermal power stored in the lids is given by

Ė
Sto

Lid
= ρ

Lid
c

Lid

N
i
+Nst+Ng
∑

j=1



V
Lid

(

T
Lid

− T
0

Lid

)

∆t





j

, (4.76)

and in the composed wall by

Ė
Sto

Wall
= ρ

Wall
c

Wall

Nz(N
i
+Nst+Ng)
∑

j=1



V
Wall

(

T
Wall

− T
0

Wall

)

∆t





j

. (4.77)

Furthermore, the thermal losses through conduction to the surrounding ground

through each lid is given by

Ė
Loss

Lid
= kg

πD
2

4

(

T
Lid

Ext
− Tg

)

0.5(∆z)g

, (4.78)

and through the composed lateral wall by

Ė
Loss

Wall
= kgπ

[

D + 2
(

t
i
+ tst + tg

)]

∆z
Nz
∑

j=1











(

T
Lid

Ext
− Tg

)

0.5(∆r)g











. (4.79)
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Finally, for the overall thermal power balance, the convergence is assumed satisfied

when
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∣Ė
∆P
∣

∣

∣ ,

∣

∣

∣

∣

Ė
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∣Ė
Loss

Wall

∣

∣

∣ ,











< 0.5, (4.80)

which represents a percentage ratio between the overall power balance deviation and the

maximal TES power exchange within a time step, smaller than 0.5.

4.1.13 Spatial and temporal discretization independences

The mesh independence studies comprise both the spatial (Nz) and the temporal

(∆t) discretization. Because the main figure of merit of this work is the TES thermal-

hydraulic charging-discharging combined efficiency, the analyses are held regarding η
Comb

.

Thus, the discretization independence is considered to be achieved when the absolute

percentage variation of η
Comb

obtained for a finer (j + 1) set of parameters N
z,j+1

and

(∆t)
j+1

with respect to N
z,j

and (∆t)
j

set of parameters is smaller than or equal to 1%,

i.e.,

100
|η

Comb

(

N
z,j+1

, (∆t)
j+1

)

− η
Comb

(

N
z,j
, (∆t)

j

)

|

η
Comb

(

N
z,j
, (∆t)

j

) ≤ 1. (4.81)

Then, the parameters N
z,j

and (∆t)
j

are selected for the converged meshes.

Nine pairs of length and internal diameter of the TES system were considered,

which are obtained from combining L = 1 m, L = 5.5 m, and L = 10 m and D = 0.5 m,

D = 1.75 m, and D = 3 m, i.e., both extreme and the middle values for each dimension. The

independence studies first access the temporal converge for each spatial mesh, then, starting

with Nz = 150, for each combination of L and D, η
Comb

is evaluated for different values of

∆t, which start as 30 s and are subsequently cut by half. When the temporal independence is

achieved for each pair of L and D, the number of axial elements is doubled to Nz = 300 and

the process for the temporal independence is repeated. After the temporal independence

is achieved once again for each pair of L and D, the spatial independence is accessed
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between the respective L-D-temporal-independent results for Nz = 150 and Nz = 300.

This doubled-layer process is repeated until both spatial and temporal independences are

achieved simultaneously.The results obtained for Nz and ∆t through this process while

considering T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C,

and ∆T
F,Out,D

= 100 ◦C are shown in Tab. 5.

Table 5 – Values of N z and ∆t obtained with the discretization independence study.

N z [–] ∆t [s]
L [m]\D [m] 0.5 1.75 3 L [m]\D [m] 0.5 1.75 3

1 300 150 300 1 3.75 7.5 15
5.5 150 300 600 5.5 7.5 15 30
10 300 600 1200 10 15 30 30

Therefore, the values of Nz and ∆t for each pair of L and D considered throughout

all studies are obtained through bilinear interpolation using the data of Tab. 5 and both

L and D as entries. Also, for the wall and lids, the axial discretization was assumed as the

one obtained for the bed and, from a similar mesh analysis, it was concluded that Nr = 10

radially-discretized elements were enough for each layer, i.e., N
i
= Nst = Ng = Nr .

4.1.14 Verification

Once the model was implemented, the numerical routine employed was verified for

correctness and outputs consistency. Such a verification was carried out with respect to

Ref. [91]. With the input parameters of Ref. [91] and the numerical routine developed, the

analysis was conducted by evaluating the spatial and temporal temperature profiles during

the charging and discharging of a packed-bed TES device filled with alumina particles with

d = 3 mm, ε = 0.35 porosity, and bed diameter and length of D = 3.5 m and L = 9.1 m,

respectively. The bed was surrounded by an insulation layer with t
ins

= 102 mm and an

Inconel 740 metallic vessel with tst = 127 mm – Ref. [91] provides for insulation and storage

vessel properties. The comparison between results from the modeling developed and those

of Ref. [91] is shown in Figs. 25 and 26, which consider a mass flow rate of 8.17 kg/s, an inlet

pressure of P = 27.5 MPa, and inlet temperatures of TC = 750 ◦C for charging (Fig. 25)

and T
D

= 500 ◦C for discharging (Fig. 26). For considering a similar heat loss condition to

that of Ref. [91], in the present in-ground model, heat loss is considered through the lateral
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wall only, the ground temperature was set to Tg = 10 ◦C (the external air temperature of

Ref. [91]), and the thickness of the ground layer was set such that its thermal resistance

equates that of the considered hAir = 5 W/(m2 · K) heat transfer coefficient to air of

Ref. [91], i.e., tg = Rst

{

exp
[

kg/
(

h
Air

Rst

)

]

− 1
}

with Rst = (D/2) + t
ins

+ tst as the external

radius of the steel layer.

Figure 25 – Model validation for the charging process.

Figure 26 – Model validation for the discharging process.
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As shown in both Figs. 25 and 26, there is a good agreement between the two

sets of results for the temperature profiles obtained during the charging process while

the discharging profiles displayed minor discrepancies, although closely resembling their

respective references in terms of temporal behavior. The occurrence of small differences in

the temperature profiles between the models is reasonable due to the diverse approaches

considered between the present modeling and that of Ref. [91] regarding the energy storage

in the wall and heat loss. Therefore, the key point of these two figures is to demonstrate

the consistency of the results and that the numerical routine was properly implemented.

4.1.15 Charging and discharging processes of the TES system and their efficiencies

As previously discussed, s-CO2-based packed-bed TES devices could take advantage

of using characteristics of a supercritical fluid in order to develop more efficient systems.

Based on that, a parametric analysis on key design and operational parameters of the

charging and discharging efficiencies is presented. The efficiencies were calculated based

on the definition presented by Ref. [31]. For the charging process, the efficiency is defined

as the ratio between the total thermal power stored by the TES system (Ė
Sto

C
) and the

summation of the net thermal power delivered by the HTF to the TES system (Ė
Net

C
) and

the compressor power required to overcoming the pressure drop (Ẇ
Pump

C
) as

η
C

=
Ė

Sto

C

ĖNet

C
+ ẆPump

C

. (4.82)

For the discharging process, the efficiency is defined as the ratio between the net thermal

power recovered by the HTF (Ė
Net

D
) and the summation of the total thermal power

delivered by the TES system (Ė
Sto

D
) and the compressor power required to overcoming the

pressure drop (Ẇ
Pump

D
) as

η
D

=
Ė

Net

D

ĖSto

D
+ ẆPump

D

. (4.83)

Both definitions indicate instantaneous efficiencies contrary to as typically presented

in the literature, e.g., Ref. [31]. Obviously, one may obtain average efficiency values from

Eqs. 4.82 and 4.83 by further integrating their numerators and denominators over specific

time intervals; however, the analysis proposed initially considers instantaneous values in
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order to explore the time-dependent behavior of the heat exchanges between s-CO2 and

TES system.

For both Eqs. 4.82 and 4.83, the net thermal power delivered/recovered by the

HTF is defined as shown in Eq. 4.70, while the total thermal power stored/delivered by

the TES system is defined as shown in Eq. 4.71. Furthermore, the pumping power [146],

in its discretized form, is determined as

Ẇ
Pump

=





1
η

Comp





Nz
∑

j=1





(

ṁ
F,w

+ ṁ
F,e

2

)





P
F,w

− P
F,e

ρ
F,P







 , (4.84)

i.e., the evaluation, for the node P and a time step, is performed at each discrete volume

j in the axial (z) direction (from j = 1 to Nz), and the total value is obtained from the

overall summation assuming a constant compressor efficiency of η
Comp

= 0.89 [5].

Having said that, Fig. 27 shows the net (black continuous curves) and stored

(dashed curves) thermal powers (left axes) and the pumping power (right axes) along

the time for charging (top plot) and discharging (middle plot) processes, respectively,

while considering the charging temperature T
C

= 550 ◦C, bed length L = 3 m, bed

diameter D = 2 m, particle diameter d = 3 mm, porosity ε = 0.35, and charging and

discharging mass flow rates ṁ
C

= ṁ
D

= 1 kg/s. For charging, both thermal powers

slightly increase at first (pressure drop and thermal losses pull down the fluid mass-specific

enthalpy downstream the TES device), which is followed by a sharp drop (approximation

to saturation) and a nearly steady end (saturation). The difference between the net and

the stored thermal powers is directly related to the degree of irreversibility generated along

the process, i.e., heat losses and fluid friction. In other words, the behavior shown by the

thermal power curves is associated with the larger thermal power values promoted by the

large temperature difference between fluid and bed at the beginning of the process. This

temperature difference is reduced as the bed becomes thermally saturated and the HTF

temperature downstream the TES device starts to increase, which drops the values of both

curves. Moreover, such curves seem closer during this decay, which occurs because, in this

region, the heat losses from the HTF to the surroundings also decrease and stabilize. Lastly,

as the curves draw near to the end of the processes (i.e., t > 8 h), the thermal power stored

tends to zero as the TES device becomes saturated and the net thermal power delivered to
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the system equals the loss to the environment. Over the discharge, the behavior is similar

to that just discussed, except for the pressure drop profile, which decays along the time

contrary to what is observed for the charging. Regarding the compressing power required

for both processes, it is important to note that the absolute values presented are almost

negligible, which, once again, demonstrates the small pressure drops of systems operating

with s-CO2.

Figure 27 – Temporal behavior of the thermal and pumping powers for charging (top plot) and discharging
(middle plot) processes and the instantaneous charging and discharging efficiencies (bottom
plot) along the time.

Furthermore, the bottom plot of Fig. 27 shows the above-mentioned charging and

discharging efficiencies (gray continuous curves) – i.e., Eqs. 4.82 and 4.83, respectively

– in which each set of three curves of the top and middle plots becomes a single curve.

Looking at both efficiency curves, it becomes clear that there are time intervals in which

the efficiencies are nearly constant, which, for this specific case, extend themselves up to
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the time t ∼ 5.8 h (each with its maximal value), then being followed by a sudden drop.

After that, the charging efficiency presents a less steep rate of change due to heat losses to

the surroundings, making it harder to thermally saturate the TES device. The discharging

efficiency, on the other hand, does not present the same behavior because the heat losses

favor the TES discharge. Obviously, the transition point from nearly constant to steep

drop values depends on design and operation parameters, such as the amount and the

arrangement of the storage material and the mass flow rates.

Based on this discussion, clearly defining both the charging and discharging time

extents is, arguably, of uttermost importance in order that they meet the established

operational requirements while considering the figures of merit chosen. For instance,

taking either the charging or the discharging efficiency, the influence of the process time

span on it is evident, regardless of whether an instantaneous or an average evaluation

is considered. For the case discussed in the bottom plot of Fig. 27, the prolongation of

either process beyond t ∼ 5.5 h leads to a progressively diminished efficiency return. This

naturally depends on the set of design and operational parameters of the TES system

examined. Then, due to the amplitude of such features to which the TES device may be

exposed in a parametric study as the one proposed, a fixed set of time periods for the

processes may be appropriated to some particular systems, but also too short or extensive

to others. Hence, for the sake of fairness, objective criteria for stopping the charging and

discharging processes should be established based on TES outputs, instead of time spans

to be arbitrarily fixed. Such criteria may allow comparisons between distinct systems to

be carried while observing equivalent chosen outputs. Therefore, considering the HTF

outlet temperature as the main TES output for the power cycle to which it is coupled,

HTF outlet temperature differences with respect to references for charging (i.e., ∆T
F,Out,C

)

and discharging (i.e., ∆T
F,Out,D

) are established for equally limiting the processes. Similar

to the approach employed by Ref. [147], for the charging, the criterion is defined as the

difference between the HTF outlet temperature and its respective discharging temperature,

i.e.,

∆T
F,Out,C

= T
F,Out,C

− T
ref,C

; (4.85)

whereas, for the discharging, the criterion is defined as the difference between its respective
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charging temperature and the HTF discharging outlet temperature, i.e.,

∆T
F,Out,D

= T
ref,D

− T
F,Out,D

. (4.86)

These criteria were chosen not only because they are easy to introduce on the design

but also because they indicate deviations from the desirable operational conditions, i.e.,

the increase of the HTF outlet temperature for the charging process and the decrease of

such a temperature for the discharging process are associated with drops in efficiency. To

better illustrate such criteria and to complement Fig. 27, Fig. 28 shows the TES outlet

temperature along charging and discharging processes. For all the next analyses, it will be

considered that ∆T
F,Out,C

= 15 ◦C and ∆T
F,Out,D

= 100 ◦C, which, for the present case,

lead to the charging and discharging times t
C

≈ 5.5 h and t
D

≈ 6.1 h, respectively, as

indicated as the time instant when the respective T
Out

TES
satisfies the corresponding chosen

values of ∆T
F,Out,C

and ∆T
F,Out,D

. Although arguably arbitrary, these values represent a

design decision aiming to prevent further delay in stopping the processes and consequently,

efficiency falls – one may verify that after the indicated times, the respective efficiencies

begin to drastically diminish in the bottom plot of Fig. 27. Finally, as will be shown later,

the TES system sensitivity to these parameters will be further examined.

Figure 28 – TES outlet temperature along charging and discharging processes.

Now, for analyzing the combined charging-discharging efficiency of the TES system
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while accounting for the aforementioned temperature difference parameters, the combined

efficiency figure of merit is defined, according to Ref. [148], as

η
Comb

=

∫

D
Ė

Net

D
dt

∫

C
ĖNet

C
dt+

∫

C
ẆPump

C
dt+

∫

D
ẆPump

D
dt
, (4.87)

for which the integral subscripts C and D indicate integration over the charging and

discharging times, respectively. One should note that Eq. 4.87 differs from Eqs. 4.82 and

4.83 because it combines the charging and discharging processes instead of dealing with each

one individually. Also, because such an expression is an integrated-over-time evaluation

rather than an instantaneous one – i.e., both the thermal and the compressing powers

are integrated over time. Therefore, a particularly striking interpretation of this figure

of merit is that it is an over-the-cycle (i.e., charging followed by discharging) evaluation

of the fraction of the overall energy supplied by the HTF to the TES system that is

effectively recovered from it by the HTF during the discharge. Taking the verification case

for instance, the combined efficiency for the first charging-discharging cycle (with a cold

start) is η
Comb

∼ 0.34. It is worth mentioning that this figure of merit accounts for the

three main inefficiency sources concerning stratified TES applications (which is the case

of a packed-bed), i.e., thermal loss to the surroundings, thermal dispersion, and pumping

power required for the operation. For clarification, the first two sources are indirectly

accounted for through the ability of the HTF to deliver thermal energy to the packed-bed

during the charging and retrieve it back from the TES system during the discharging,

i.e., through ĖNet
C and ĖNet

D . Additionally, for all analyses presented beyond this point,

the charging and discharging times are limited to 12 h (maximal solar availability time

extent considered) and 24 h (day time extent), respectively. Thus, if the temperature

limits ∆T
F,Out,C

and ∆T
F,Out,D

are not achieved within these time periods, the results are

indicated as non-saturated.

4.2 RESULTS

This section explores the results obtained in five subsections. First, Subs. 4.2.1 dis-

cusses the influence of the HTF, and then parametric analyses are developed in Subs. 4.2.2.

Next, a discussion on thermal loss and insulation thickness is presented in Subs. 4.2.3.
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Regarding the system optimization, Subs. 4.2.4 discusses the effects of the charging tem-

perature and overall dimensions of the TES system. Finally, the influence of the TES

charging-discharging cycling is explored in Subs. 4.2.5.

4.2.1 The influence of the HTF on the performance of the TES device

The analysis presented in this section explores the main differences between s-CO2

and air as HTF with respect to heat transfer and pumping power within a packed-

bed TES device. The literature on the use of s-CO2 as HTF for such an application

is still limited, hence thorough analyses are required because such a fluid may present

particularities regarding its thermophysical properties as well as heat transfer and pressure

drop characteristics. Also, air is used as a baseline HTF because it is recognized as a

well-behaved fluid and its performance is well known within the scope of packed-bed TES

devices.

Moreover, the choice of the HTF severely influences the system outputs since figures

of merit for assessing the system thermal-hydraulic performance are most likely directly

related not only to design and operational conditions but also to the HTF properties and

its flow characteristics.

Then, for this analysis, the same TES configuration used for obtaining Figs. 27

and 27 is considered, i.e., L = 3 m, D = 2 m, d = 3 mm, and ε = 0.35. The charging

and discharging processes are held with constant inlet temperatures of T
C

= 550 ◦C and

T
D

= 378 ◦C, inlet pressure of P = 25 MPa (which are values commonly adopted for s-CO2

CSP plants [9,10,122]), and mass flow rates of ṁ
C

= ṁ
D

= 1 kg/s for obtaining results

per unit of mass flow rate. So, by fixing design and operation parameters, the influence

of the HTF selection on the system performance may be singly explored. Additionally,

∆TF,Out,C and ∆TF,Out,D were not fixed for allowing the system to reach saturation during

the charging and discharging processes.

The charging and discharging results are shown in the top and bottom plots of

Fig. 29, respectively, which display the temporal behavior of the thermal power stored (left

y-axis) and the pumping power (right y-axis) for s-CO2 (continuous curve) and air (dashed

curve). For both charging and discharging processes, the air pumping power is ∼ 2.5 times
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that of the s-CO2, which can be justified by the higher volume-specific mass and lower

viscosity of the latter fluid. Thus, as the s-CO2 allows smaller pressure drops, which is

an especially advantageous and sought-after characteristic for decreasing the pumping

power expenditure of thermal systems, it follows that s-CO2-based packed-bed systems

may operate with different aspect ratios (ζ = L/D) and particle diameters than those

commonly employed with air. Now, for the thermal power stored (i.e., the heat transferred

from the fluid and stored by the TES system), it is shown that the s-CO2 allows a ∼ 10%

greater heat transfer rate per unit of mass flow rate than air for roughly 5.5 h for both

charging and discharging processes, which then decreases as the system approaches the

saturation. Regarding specifically the thermal power delivered, the larger per mass flow

rate values obtained using s-CO2 are related not only to the greater average specific heat

at constant pressure (∼ 10% larger than for air at the conditions considered), but also to

the smaller thermal resistance of its flow, which derives from the larger convective heat

transfer coefficient achieved with such a fluid flow.

Figure 29 – Net and stored thermal powers and pumping power along the time for air and s-CO2 during
the charging and discharging processes.

So, complementing Fig. 29, Fig. 30 displays the temporal behavior of the length-

averaged Nusselt number based on the particle diameter along with both charging and

discharging processes for both fluids. For the conditions considered, the Nusselt curves
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show that the s-CO2 enables larger convective heat transfer coefficients than the air,

which allow faster processes. Therefore, this analysis points towards the importance of

dedicated studies for further analyzing s-CO2 as HTF in packed-bed TES applications

while comparing its performance to that of air.

Figure 30 – Length-averaged particle Nusselt for the charging and discharging processes considering air
and s-CO2.

4.2.2 Parametric analyses

Initially focusing on design parameters, specifically on the storage tank size (internal

volume) and aspect ratio (ζ = L/D), Fig. 31 displays a mapping of the combined efficiency

(color scale) with respect to D and L, ranging from 0.5 m to 3 m and from 1 m to 10 m,

respectively, for T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,OutC

= 15 ◦C,

and ∆T
F,OutD

= 100 ◦C. As can be seen from the color map, higher combined efficiencies

are not achieved for limiting values, but rather for specific combinations of parameters.

The combination of L and D that maximizes the combined efficiency with the value

of η
Comb

≈ 0.92, which is represented by the black circle marker, is D ≈ 0.83 m and

L ≈ 1.11 m. This maximum arises from the competing effects of thermal power transfer –

within the TES device (thermal dispersion) and to the surroundings (losses) – and pressure

drop during the charging and discharging processes, which are strongly affected not only
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by the proper matching of the inlet energy input and the overall size of the storage unit,

but also by its aspect ratio. More importantly, however, is that this mapping provides

a broad assessment from a design standpoint because it includes several combinations

of storage volume and aspect ratios, which allows an easy analysis on the influence of

these two main design parameters. Each one of the dashed black lines, which are obtained

for different aspect ratios, refers to a different storage volume. As may be seen from the

constant-volume curves, the combined efficiency is strongly influenced by the storage

volume, with larger efficiency values for smaller storage vessels. Also, the non-saturated

region (NSR) above the continuous black line refers to combinations of L and D that have

not reached at least one of the temperature difference limits established within the time

limits – the NSR is related to TES designs with large volumes. Furthermore, these results

may be put forth as one of the key elements involved in the manufacturing costs, which

are recognized in the literature (e.g., Ref. [34]) as a bottleneck for implementing such TES

systems.

Figure 31 – Combined efficiency mapping as function of bed length L and diameter D considering:
T

C
= 550 ◦C, d = 3 mm, ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s, ∆T

F,OutC
= 15 ◦C, and

∆T
F,OutD

= 100 ◦C.

Furthering the discussion on Fig. 31 and using basic expressions for the total

internal volume V = (πD2/4)L of the cylindrical packed-bed core, it is possible to express

its correspondent total combined wall and lids area A
Total

= πDL+ 2 (πD2/4) as A
Total

=
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(4V/D) + (πD2/2). With such an expression, it is possible to show that, for a given V , there

is a bed diameter that minimizes the total device area, which is given by D = (4V/π)1/3.

The red dashed line in Fig. 31 indicates the locus of such minima. Then, using data

interpolation, the maximal η
Comb

along with each of the fixed-volume curves already shown

is indicated by the red circle markers. Comparing the relative location of such markers to

the red dashed line, the relationship between them becomes clear.

Following Fig. 31, Fig. 32 displays the corresponding mapping of discharging time.

Once again, the dashed black lines correspond to fixed-volume storage configurations. It

becomes clear, for volumes up to roughly 16 m3, the already expected tight correlation

between the storage volume and its discharging time, i.e., the larger the volume, the greater

the discharging time. For larger volumes, the discharging time reaches a plateau close to

12 h, which derives from the non-saturation during the charging process (which is limited

to a 12 h period) due to the excessively large amount of storage material. Clearly, the

values shown are substantially affected by the other design and operational parameters,

nevertheless, the analysis indicates the importance of well-matching the vessel size to the

intended process characteristics. Taking Figs. 31 and 32, for instance, even though there is

an optimal combination of L and D for achieving the maximal combined efficiency, this

same combination leads to a severely impaired discharging time due to the respective

reduced storage volume. Then, this trade-off between combined efficiency and discharging

time indicates the importance of optimization-based design while considering multiple

parameters and performance indicators. Also, the charging mapping is omitted not only for

the sake of brevity, but also because the overall behavior and trends are almost identical

to those of the discharging process.

For the sake of better understanding the influence of the aspect ratio on the system

performance, the top plot of Fig. 33 displays the combined efficiency (left y-axis) and the

discharging time (right y-axis) versus the storage aspect ratio for a fixed volume, i.e., as

if one considers the analysis while on one of the black dashed lines of Figs. 31 and 32.

For now, the design considers T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, ∆T
F,Out,D

= 100 ◦C, and a storage volume of V = 7.5 m3. The circle

markers indicate the simulated points, whereas the data-interpolated continuous gray
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Figure 32 – Respective discharging time mapping to Fig. 31.

line only facilitates the visualization. The existence of a maximal value for η
Comb

clearly

indicates that there is an optimal aspect ratio, which reinforces the analysis presented

in Fig. 31 and indicates that not only the storage volume must be considered but also

its arrangement. The optimal value obtained points to an aspect ratio of ζ ∼ 1.0, i.e., a

roughly equally longer and wider TES device. This tendency is arguably related to the

thermal losses and to the trade-off between heat transfer (which includes effects of thermal

dispersion) and pressure drop. Moreover, the discharging time may be considered roughly

constant from an operational standpoint because it presents a roughly negligible variation

between ∼ 4.5 h and ∼ 4.6 h over the range of L/D considered, which indicates that

the discharge time is mostly driven by the storage volume, with little influence of the

aspect ratio. Now, the bottom plot of Fig. 33 shows the respective time-averaged thermal

power released by the porous medium (Solid) and absorbed by the fluid (Fluid) during

the discharge phase – the difference between the curves may be interpreted as the heat

loss to the ground. It is possible to verify that a commonly used approximation for the

discharging time may be obtained from [149]

V =

〈

Ė
Sto

S

〉

t
D

(1 − ε) ρ
S
c̄

S
∆T̄

S

→ t
D

=
V (1 − ε) ρ

S
c̄

S
∆T̄

S
〈

ĖSto

S

〉 . (4.88)

For the optimal aspect ratio ζ ≈ 1.0, the time-averaged thermal power released by the solid
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〈Ė〉 ≈ 195 kW (obtained from inspection of the bottom plot of Fig. 33). Also, considering

c̄
S

≈ 1150 J/(kg · K) and ∆T̄
S

= 144 ◦C, and using ρ
S

≈ 3950 kg/m3 (from Sub. 4.1.4),

V = 7.5 m3, and ε = 0.35, it is possible to obtain an approximated discharging time of

t
D

≈ 4.54 h, which agrees with the data shown in Fig. 33 – c̄
S

was obtained through the

expression shown in Sub. 4.1.5 as an average value for the temperature range while ∆T̄
S

was obtained as the solid axially-averaged temperature difference between the beginning

and the end of the discharging.

Based on the analysis presented in Fig. 33 on the existence of a maximal η
Comb

value, i.e., η
Comb,Max

, with respect to the storage aspect ratio given a fixed storage volume,

Fig. 34 explores the effect of varying the storage volume itself. Therefore, for the same

parameters of Fig. 33, Fig. 34 brings η
Comb,Max

(left y-axis) as a function of the storage

volume (x-axis) and the respective optimal aspect ratio (right y-axis), i.e., (L/D)
Opt

. For

each storage volume value, a dedicated optimization was performed with the aspect ratio

range observing the ranges for storage length and diameter of Fig. 31. Hence, each point

obtained in Fig. 34 may be understood as the highest η
Comb

within a given constant-

volume line of Figs. 31 and 32. For the range of 2 m3 to 20 m3, η
Comb,Max

decreases almost

quadratically with the increase of the storage volume, which indicates a diminishing return

with respect to the storage volume, something arguably related to the increase of thermal

losses. With the increase of the storage volume, the optimal aspect ratio oscillates between

roughly 1.0 and 1.4, which reveals that such values of ζ are the most desirable as effective

geometries. This trend corroborates the discussion for Fig. 31, because the minimal total

combined wall and lids area occurs for ζ = 1.The error bars indicate the range of ζ = L/D

values within which η
Comb

is at least 99.9% of the maximum for that storage volume.

Although the system performance depends on its aspect ratio given the evident overall

trend, the large amplitudes of the error bars indicate an arguably weak sensitivity to this

parameter in the vicinity of ζ ∼ 1.

Another relevant aspect concerning design parameters is the particle (spheres)

diameter (d). Because there is an inverse dependence on the particle diameter of both

the particle convective heat transfer coefficient and the heat transfer area – hence, of the

overall volumetric heat transfer coefficient (see Sub. 4.1.7) –, it is plausible to infer that,
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Figure 33 – Combined efficiency and discharging time (top plot), and time-averaged thermal power released
by the porous medium (Solid) and absorbed by the fluid (Fluid) during the discharging
process (bottom plot) versus the storage aspect ratio for a fixed storage volume of V = 7.5 m3

considering: T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C, and

∆T
F,Out,D

= 100 ◦C.

Figure 34 – Maximal combined efficiency and the respective optimal storage aspect ratio versus the storage
volume.
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for a fixed bed volume (fixed L and D), the smaller the particle diameter, the larger the

heat transfer gain. However, there is also and inverse dependence on the particle diameter

of the pressure drop in packed-beds (see Sub. 4.1.8). Then, it is reasonable to expect a

trade-off relation between heat transfer and pressure drop while considering heat losses to

the surroundings and thermal dispersion, with the particle diameter selection affecting the

system efficiency. In this sense, air-based systems usually employ d ∼ 30 mm [30], while

smaller values as d ∼ 3 mm have been reported when dealing with s-CO2 [91]. Therefore,

the mapping shown in Fig. 35 seeks to establish the simultaneous influence of the bed and

particle diameters on the combined efficiency by plotting η
Comb

as a function of D ranging

from 0.5 m to 3 m and d ranging from 0.5 mm to 35 mm for T
C

= 550 ◦C, L = 3 m,

ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C. Considering

the limits established for both diameters, it is possible to determine a specific pair of D

and d that maximizes the combined efficiency, which is indicated by the black circle marker

at D ≈ 0.625 m and d ≈ 1.25 mm. Actually, the gray dotted line roughly indicates the

optimal region, i.e., the locus of η
Comb

maxima for each particle diameter. This behavior

may be explained by the aforementioned competition of the pressure drop and the heat

transfer rates. Furthermore, the black dashed lines indicate fixed discharging-time lines.

As shown in Fig. 32, for a fixed L, the larger the bed diameter, the larger the discharging

time, which is clear in Fig. 35 because the correspondent t
D

values for the dashed lines

increase with D. Also from the dashed lines, their mild leaning tendency reveals that the

discharging process is actually not only affected by the bed diameter, but also by the

particle diameter, as larger spheres lead to slightly shorter discharging processes. Moreover,

it is important to recall that all the previous analyses held the bed porosity fixed at

ε = 0.35, which is a value commonly found in the literature, e.g., Refs. [30, 91].

While the results from Fig. 35 rely on a fixed value for the medium porosity,

Fig. 36 now explores the effect of simultaneously varying this parameter and the particle

diameter. The bed porosity is a result of the arrangement of same-diameter spheres inside

the cylindrical vessel, thus, for jammed structures, extreme values are unachievable. The

literature presents ε ∼ 0.36 [150] as a common value for the close-packing arrangement

of same-size spheres in a cylindrical container without wall effect (i.e., d << D and
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Figure 35 – Effect of the particle and the TES diameters (d and D, respectively) on the combined efficiency
considering: T

C
= 550 ◦C, L = 3 m, ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s, ∆T

F,Out,C
= 15 ◦C, and

∆T
F,Out,D

= 100 ◦C.

d << L) – the minimal theoretical achievable value is ∼ 0.22 [151] and the maximal

∼ 0.6 [152] for a jammed-packed configuration. Although it may be argued that the bed

porosity is not an easily-controlled parameter per itself, or that it is actually a function

of the particle/bed diameters ratio (e.g., Refs. [153,154]), for further understanding the

influence of this parameter on the system performance, it was chosen to map η
Comb

while independently varying d and ε within acceptable ranges. Therefore, the range for

the bed porosity was chosen from 0.26 to 0.476, which are the limiting values for the

Kunii and Smith’s solid effective thermal conductivity correlation [125] employed and are

deemed acceptable according to the discussion reported in Ref. [150]. As may be seen

in Fig. 36, which is obtained for T
C

= 550 ◦C, L = 3 m, D = 2 m, ṁ
C

= ṁ
D

= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C, the overall behavior seems to be that, for a

fixed particle diameter, increasing the porosity decreases the combined efficiency. Such

a tendency is more noticeable for larger particles, i.e., the η
Comb

variation regarding the

porosity is greater for larger particle diameters. For d / 15 mm, there is an optimal

relation between the particle diameter and the porosity, i.e., for each d, there is an optimal

ε that maximizes η
Comb

. This optimal region is roughly depicted by the gray dotted line

ending at the black circle marker, which indicates the optimal parameter combination
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ε ≈ 0.33 and d ≈ 0.5 mm that maximizes the combined efficiency. As already discussed,

the larger the sphere diameter, the smaller the heat transfer area for a fixed porosity, which

impairs the heat transfer and, ultimately, reduces the combined efficiency. Furthermore, it

is noticeable that the effect of the particle diameter on the combined efficiency is more

pronounced for large porosity values, which, once again, is related to the reduction of the

heat transfer area and also to the reduction of the storage material availability. It is, thus,

concluded that the impact of the porosity for small particle diameters is limited because

the large heat transfer areas ensure the efficiency gain. Additionally, the inclined fixed

discharging-time lines (black dashed lines) indicate that the process is well influenced by

both parameters considered. Within the parameters values limits considered, the largest

tD values correspond to small sphere diameters and low porosities. While the inverse trend

between tD and ε is easily understood using Eq. 4.88, the also inverse relation between tD

and d may not be as evident. First, from Eq. 4.37, for a fixed bed volume, decreasing the

particle diameter while maintaining ε fixed increases the available heat transfer area, which,

arguably, increases the heat transfer rate and, consequently, decreases tD. Nonetheless,

such an effect of increasing the heat transfer area not only affects the discharging but

also the charging process, whose time is likewise increased. Therefore, the increase of tD

observed as d decreases for a fixed ε is due to the additional energy store during the

charging process available for being retrieved during the discharge.

Moving away from design parameters, the study now focuses on the effect of the

operation conditions on the combined efficiency of the TES system. Concentrating first

on the charging and discharging mass flow rates, Fig. 37 depicts η
Comb

for T
C

= 550 ◦C,

L = 3 m, D = 2 m, d = 3 mm, ε = 0.35, ∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C.

Although it is somewhat obvious that the larger the mass flow rates involved in the TES

charging and discharging processes, the higher its efficiency, one primary purpose of this

analysis is to precisely show how both mass flow rates (i.e., ṁ
C

and ṁ
C

) interact with

each other. At this point, it is important to note that the charging mass flow rate directly

depends on the available solar field area (A
SF

), i.e., ṁ
C

∼ A
SF

, while the discharging is

associated with the fraction of power production supplied by the stored energy. The color

map shows that, for large discharging mass flow rates, take for instance ṁ
C

= 1 kg/s, i.e.,
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Figure 36 – Mapping of the TES combined efficiency as a function of the particle diameter d and the
porous medium porosity ε as independent variables for T

C
= 550 ◦C, L = 3 m, D = 2 m,

ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C.

the case in which the discharging process is capable of fully satisfying the power block

design point mass flow rate, the efficiency is sensitive to increases of the charging mass

flow rate, which indicates a desirable impact on the TES performance of increasing the

solar field area. On the other hand, for small discharging mass flow rates, the impact of

the solar field area is not equally relevant. Moreover, it is also evident that increasing the

solar field area to attend larger charging mass flow rates (i.e., ṁ
C
>> 1 kg/s) seems not

to affect to the same extent the TES performance, which possibly supports the concept

of an economic trade-off. Hence, it becomes clear the relevance of choosing a suitable

solar multiple (the ratio between the actual and the design solar field areas) that can be

economically acceptable regarding the operation strategy established. Furthermore, the

black dashed constant discharging-time lines clearly show that the discharging process

is essentially governed by ṁ
D

, as expected. Additionally, the non-saturated region over

the edges of Fig. 37 corresponds to charging and discharging mass flow rates that are too

small for the storage operation, i.e., which prohibit the processes from meeting ∆T
F,Out,C

and/or ∆T
F,Out,D

within the time limits established.

Recalling the discussion regarding Fig. 28, by regulating the HTF temperature

downstream the TES system during the charge and discharge, one is able of controlling
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Figure 37 – Effect of the charging and discharging mass flow rates (ṁ
C

and ṁ
D

, respectively) on the
TES combined efficiency assuming T

C
= 550 ◦C, L = 3 m, D = 2 m, d = 3 mm, ε = 0.35,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C.

the time spans of such processes. Thus, also considering the definition of η
Comb

from

Eq. 4.87, it is possible to infer that one is also capable of largely affecting the combined

efficiency. As previously discussed, such time spans control may be achieved through

the temperature differences with respect to the processes references, i.e., ∆T
F,Out,C

and

∆T
F,Out,D

. Also, as mentioned before, the effects of varying such parameters have not been

directly assessed yet because the values assumed in the previous analyses were kept fixed

(i.e., ∆T
F,Out,C

= 15 ◦C and ∆T
F,Out,D

= 100 ◦C). Therefore, Fig. 38 considers T
C

= 550 ◦C,

L = 3 m, D = 2 m, d = 3 mm, ε = 0.35, and ṁ
C

= ṁ
D

= 1 kg/s while both ∆T
F,Out,C

and ∆T
F,Out,D

are varied simultaneously from 1 ◦C for charging and 15 ◦C for discharging

to 170 ◦C – roughly the maximal possible temperature difference between charging at

550 ◦C and its respective discharging at 378 ◦C (see Tab. 1). Between both temperature

differences, ∆T
F,Out,D

clearly presents the stronger effect on η
Comb

because it is directly

related to the fluid outlet temperature when it is recovering energy from the TES device,

which indicates that the dynamics of the system performance is mainly governed by the

discharge. The sharp decrease of the combined efficiency for the low limit of ∆T
F,Out,D

is

related to the unattainability of thermal power recovery from the porous medium during

extremely short discharging time spans (due to the small values of ∆T
F,Out,D

allowed).
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Although outside the non-saturated region the impact of ∆T
F,Out,C

is barely noticeable, for

∆T
F,Out,D

between ∼ 20 ◦C and ∼ 110 ◦C, for each ∆T
F,Out,D

, there actually is an optimal

∆T
F,Out,C

, whose value decreases roughly linearly from ∼ 155 ◦C to ∼ 60 ◦C; then, for

∆T
F,Out,D

> 110 ◦C, the optimal ∆T
F,Out,C

suddenly drops from ∼ 60 ◦C to ∼ 1 ◦C. The

gray dotted line roughly indicates the locus of such an optimal relation, whose behavior

underlines the occurrence of a variable optimal charging time given a discharging time (or

outlet temperature difference).

Figure 38 – Combined efficiency mapping for different charging and discharging temperature difference
limits (∆T

F,Out,C
and ∆T

F,Out,D
, respectively) assuming T

C
= 550 ◦C, L = 3 m, D = 2 m,

d = 3 mm, ε = 0.35, and ṁ
C

= ṁ
D

= 1 kg/s.

Still on Fig. 38, an extreme value of ∆T
F,Out,C

is associated with a long charging

process, possibly even larger than the 12 h limit established, thus explaining the existence of

the non-saturated area for ∆T
F,Out,C

& 155 ◦C. In contrast, ever-larger values of ∆T
F,Out,D

lead to higher efficiencies since the energy stored remains continuously being retrieved,

which suggests that there is no optimal time to stop the discharging process from an

efficiency standpoint. Yet on the discharging time, the trends displayed by the black

dashed lines of constant t
D

show that not only η
Comb

increases with ∆T
F,Out,D

but also

does t
D

itself. Also, for achieving a given discharging time, a short charging time (i.e.,

a smaller ∆T
F,Out,C

) requires a larger ∆T
F,Out,D

. Finally, it is worth mentioning that,

when considering the coupled solar field, TES device and power block, both ∆T
F,Out,C
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and ∆T
F,Out,D

, may influence the overall system efficiency, thus indicating optimization

potential. For instance, while for some cases larger ∆T
F,Out,C

values may lead to larger

TES combined efficiencies, they also decrease the solar field efficiency by increasing its

inlet temperature.

4.2.3 Thermal losses: insulation thickness and thermal dispersion

Examining the influence of the TES thermal insulation thickness and the tempera-

ture of the device installation ground, it is possible to verify the relevance of the TES heat

losses to the environment. Then, considering T
C

= 550 ◦C, L = 3 m, D = 2 m, d = 3 mm,

ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C, Fig. 39 shows

the influence of the insulation thickness, which varies between 5 mm and 500 mm, on

the combined efficiency. The circle markers indicate the simulated points, whereas the

data-interpolated continuous gray line only facilitates the visualization.

Figure 39 – Impact of the insulation thickness t
i

on η
Comb

for T
C

= 550 ◦C, L = 3 m, D = 2 m, d = 3 mm,
ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s, ∆T

F,Out,C
= 15 ◦C, and ∆T

F,Out,D
= 100 ◦C.

The well-expected trend that the thicker the insulation, the smaller the heat loss

is easily observed while η
Comb

varies from ∼ 0.2 to ∼ 0.9 within the t
i

range considered.

Moreover, considering the low rate of increase of η
Comb

with the insulation thickness

at t
i

= 200 mm, it is possible to note the reasonableness of the value used thus far.
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Furthermore, still based on such t
i

value, the effects of the ground temperature may be

considered almost negligible since the figure of merit varied linearly between ∼ 0.84 and

∼ 0.85 for ground temperatures ranging from −30 ◦C to +40 ◦C. Finally, further studies

may explore the possible economic optimal relationship between η
Comb

and t
i
.

Next, it is also important to examine another key source of inefficiency of packed-

bed TES devices, i.e., the thermal dispersion. For that, following the analysis presented

by Ref. [91], the performance of the TES device was evaluated for all cases reported in

Fig. 31 while considering it as being perfectly thermally insulated from the surroundings –

i.e., no heat losses through the lids and/or wall (and their transient temperature fields

were not solved).

Because the maximal possible combined efficiency is η
Comb

= 1, the amounts

(1 − η
Comb

) and (1 − η
Adiab

Comb
) refer to the inefficiencies for the non-adiabatic and adiabatic

cases, respectively. Hence, by dividing the latter by the former, it is possible to quantitatively

evaluate the effect of all other factors apart from the heat losses in the combined inefficiency

through the inefficiency ratio given by

Γ =
1 − η

Adiab

Comb

1 − η
Comb

. (4.89)

First, one should recall that the sources of inefficiency of the packed-bed TES device are

related to (i) pumping power, (ii) thermal losses to the surroundings, and (iii) thermal

dispersion. Secondly, considering the small pressure drops shown, their effect is arguably

much smaller than the effects of thermal losses to the combined inefficiency. So, it is

possible to interpret Γ as a quantitative indicator of the thermal dispersion effect on the

total inefficiency of the TES device.

From the discussion above, Fig. 40 shows the mapping of Γ for the same L and D

ranges of Fig. 31 while also using T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s,

∆T
F,OutC

= 15 ◦C, and ∆T
F,OutD

= 100 ◦C. Examining the values indicated in Fig. 40, it is

easy to realize that the main inefficiency factor is highly dependent on the combination of

L and D considered, with Γ varying substantially from ∼ 5% to ∼ 70% – similar analyses

may be extended for evaluating the effects of not only other design parameters but also

operational ones on Γ. Moreover, because Γ may be used to indicate whether the main
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inefficiency effect is due to thermal losses or thermal dispersion, to ease the analysis, a

continuous red line was included, which indicates a constant value of Γ = 0.5. Given that

the region to the left of and below such a line indicates Γ > 0.5, it becomes clear that

only a small area of the mapping has its inefficiency dominated by thermal dispersion.

This result may be seen as an expansion of the limited discussion of Ref. [91], which

concluded that thermal dispersion was the main source of exergetic inefficiency for the

design considered. Such a difference between conclusions may be mostly related to the

different approaches used to deal with the thermal losses between studies and to that

Ref. [91] based its analysis on only a fixed set of design and operation parameters, instead

of a parametric evaluation.

Figure 40 – Mapping of the inefficiency ratio of the TES device for the same conditions of Fig. 31.

4.2.4 Optimization of the TES device with regard to its charging temperature and

overall dimensions

Different power block operations imply different working pressures and charging

(from the solar field) and discharging (from the power block) temperatures – one should

remember that Tab. 1 provides both T
D

and P for each T
C

. Then, exploring the effects of

changing the power block operation design point are certainly relevant under the TES

point of view. Such an analysis is shown in the top plot of Fig. 41 for which two approaches
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are followed: (a) fixed values of L = 3 m and D = 2 m are set, and (b) these two

parameters are simultaneously optimized for each charging temperature considered. Fig. 41

considers a TES device using d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s, ∆T
F,Out,C

= 15 ◦C,

and ∆T
F,Out,D

= 100 ◦C while being driven exclusively by the solar field during the

charge and by the power block during the discharge. Also, the markers represent the

simulated points, whereas the data-interpolated continuous gray lines only facilitate the

visualization. Regarding the combined efficiency, the two main points to be observed in the

top plot of Fig. 41 are that it decreases with the increase of T
C

(with a subtle quadratic

dependence) and that it may actually be maximized for each T
C

by optimizing the L

and D parameters. For the first point, the higher the charging temperature, the lower

the combined efficiency due to the increase of thermal losses – a similar behavior is often

observed in solar collectors [36]. On the other hand, power blocks benefit from increasing

their high-end temperature [106], which, for instance, may be observed by the roughly

quadratically increase of η
PB

with T
PB,In

= T
C

in Tab. 1. Hence, there may be a trade-off

relationship, which, consequently, may indicate a possible optimal working temperature

for the integrated system, i.e., solar field, TES device, and power block.

Figure 41 – Combined efficiency (top plot) versus charging temperature for a bed with L = 3 m and
D = 2 m and with optimized L and D considering d = 3 mm, ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C as well as the respective optimal values of L and

D(bottom plot).
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Moreover, for the second point, optimizing the geometry may substantially increase

the combined efficiency because an optimal storage volume may be employed with an

optimal aspect ratio. Thus, complementing the top plot of Fig. 41, its bottom plot shows

the optimal values for L (circle markers) and D (triangle markers) versus the charging

temperature. The error bars indicate, for each T
C

, the range of L and D for the specific

combinations evaluated whose η
Comb

values are at least 99.9% of the respective maximum.

The data obtained suggest an overall mild increasing trend with the charging temperature

for L
Opt

, while D
Opt

tends to remain roughly constant. Furthermore, because of these

overall trends with T
C

for the optimal dimensions, both the optimal storage volume

(V
Opt

= πD
2

Opt
L

Opt
/4) and the optimal aspect ratio arguably follow the L

Opt
behavior

with T
C

, i.e., as the charging temperature increases, the total volume increases and its

arrangement tends to be more elongated. This trend is arguably related to the increasing

charging-discharging temperature difference (T
C

− T
D

) with T
C

. According to Tab. 1, as

the charging temperature increases, so does the temperature amplitude to which the TES

system is subjected during the charging-discharging process. Hence, a higher temperature

difference implies larger available energy to be stored; consequently, larger storage volumes

are required and longer geometries are more effective.

4.2.5 Charging-discharging cycling of the TES device

An also important analysis on the performance of the TES system concerns its

operation under repeated charging-discharging cycling. For that, based on Fig. 31, six

combinations of bed length and diameter were chosen: (a) L = 1 m & D = 0.5 m,

(b) L = 1 m & D = 3 m, (c) L = 10 m & D = 0.5 m, (d) L = 6 m & D = 2 m,

(e) L = 1.41 m & D = 0.76 m, (f) L = 3 m & D = 2 m. Combinations (a), (b), and (c)

refer to the limiting cases outside the NSR; combination (d) refers to a large-volume case

outside the NSR; combination (e) refers to the maximum of Fig. 31; and combination (f)

refers to the baseline case used throughout the previous analyses. For all cases, the baseline

parameters were adopted, i.e., T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ṁ
C

= ṁ
D

= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C. Then, Fig. 42 displays the combined efficiency

of all six configurations for five consecutive charging-discharging cycles (top plot) and the
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respective combined efficiency percentage deviation with respect to the previous cycle

(bottom plot). Because all analyses for the packed-bed TES system considered an initial

uniform temperature distribution at discharging condition (and steady-state temperature

distributions for wall and lids), the combined efficiency periodic representative pattern

value is achieved within few cycles. Actually, this may be observed since the combined

efficiency percentage deviation is smaller than 1% for all combinations beyond the second

cycle. Furthermore, small-volume configurations are the most sensitive to cycling, which

indicates that Fig. 31 might vary if cycling is considered. For instance, at the second

cycle, combination (a) (that with the smallest volume) achieves a higher η
Comb

than

combination (e) (that of the maximum for one cycle). Also, for the combination (f), the

combined efficiency percentage deviation is ∼ 1.4% already at the second cycle, which

arguably suggests that trends for a single cycle may be acceptable for representing the

periodic representative pattern. Such an analysis corroborates the validity of performing

the previous parametric/optimization analyses considering a single charging-discharging

cycle.

Figure 42 – Combined efficiency (and its deviation) versus charging-discharging cycles for various L
and D combinations considering T

C
= 550 ◦C, d = 3 mm, ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C.

Following on the cycling influence over the performance of the TES device, it

is relevant to evaluate the system operation over cycles comprised of a full day each.
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Then, assuming once again T
C

= 550 ◦C, d = 3 mm, ε = 0.35, ∆T
F,Out,C

= 15 ◦C, and

∆T
F,Out,D

= 100 ◦C, also considering that the solar field could charge the TES system

for t
C

∼ 10 h (considering the solar availability during the day), a discharging time of

t
D

∼ 14 h would then be required while providing the power block with a discharging mass

flow rate of ṁ
D

= 1 kg/s. From the discussion of Figs. 32 and 33, it is possible to infer

that the discharging time is dominated by the TES volume. Then, considering a similar

solid axially-averaged temperature difference between the beginning and the end of the

discharging, scaling the TES volume for t
D

∼ 14 h leads to V ≈ 23.03 m3. For determining

the actual dimensions of the packed-bed, the aspect ratio is also required. From Fig. 34,

for TES systems slightly larger than 20 m, it may be extrapolated an optimal aspect ratio

of ζ = 1.2, which leads to L = 3.49 m and D = 2.90 m for V ≈ 23.03 m3. Now, for the

charging process subjected to t
C

∼ 10 h, with Fig. 37 it is clear that the charging mass flow

rate could be varied independently of the discharging one roughly without influencing the

discharging time. Then, as may be also inferred that the charging time is inversely related

to the charging mass flow rate, a charging mass flow rate of ṁ
C

= 1.4 kg/s is adopted.

Fig. 43 shows in its top plot the combined efficiency for 5 consecutive charging-discharging

cycles for the TES configuration described without idle time, i.e., t
I

= 0 h. As expected

due to the large volume, the system performance variation with cycling is negligible (the

deviation is less than ∼ 0.4% for all cycles). The charging and discharging times for all

cycles are close to the specified ones, which corroborates the design choices. For instance,

with this configuration and operating with T
C

= 550 ◦C, the TES system is capable of

providing heat for the power block operating with 1 kg/s during the ∼ 14 h time span,

which allows a net power production of ∼ 0.1 MW using the respective power block

thermal efficiency of 0.4738 from Tab. 1.

Furthermore, another suitable discussion on the TES cycling refers to the influence

of an idle period between the end of the charge and the beginning of the discharge. Such

an analysis is relevant due to the importance of the system capability of not only storing

and releasing thermal energy as required but also of retaining it until necessary. Then,

still considering the same system configuration and discharging time of t
D

∼ 14 h, the

charging process is shorted from t
C

∼ 10 h to ∼ 9 h, ∼ 8 h, and ∼ 7 h, for allowing idle
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Figure 43 – Combined efficiency (and its deviation) versus charging-discharging cycles for various L
and D combinations considering T

C
= 550 ◦C, d = 3 mm, ε = 0.35, ṁ

C
= ṁ

D
= 1 kg/s,

∆T
F,Out,C

= 15 ◦C, and ∆T
F,Out,D

= 100 ◦C.

times of t
I

∼ 1 h, ∼ 2 h, and ∼ 3 h, respectively. For achieving that, it is considered that

the charging mass flow rate is set for each case as ṁ
C

= 1.56 kg/s, 1.75 kg/s, and 2 kg/s,

respectively. When the charging process ends, the idle period begins; the mass flow stops

and the pressure field becomes uniform at the inlet value. During the idle time span, the

heat transfer, within a node, occurs between the fluid and solid phases; whereas, between

neighbor nodes, the heat transfer occurs only between the solid phases considering the

solid effective thermal conductivity – the heat transfer between the fluid phases due to

diffusion is arguably much smaller. Also, during the idle time, the fluid mass contained

within the packed-bed at the charge end remains inside the TES vessel, which has a fixed

volume. Hence, because the TES device loses thermal power to the surroundings, the

uniform pressure field must be adjusted so the total fluid mass remains constant. For

that, the pressure update step described in Sub. 4.1.11 uses the fluid equation of state

instead of the Modified Ergun’s correlation (because there is no fluid flow). The fluid

mass within each node is calculated using the fluid volume-specific mass, which depends

on the updated temperature field and on the pressure value, and the summation of all

fluid nodes masses must equal the total mass from the charge end. The pressure value

for each time step is easily obtained using the FSOLVE function from MATLAB®. So,
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also in the top plot of Fig. 43, the combine efficiency values for five consecutive cycles for

each idle time considered are shown. The variation of the combined efficiency is roughly

negligible both between cycles and between idle times, which indicates that the system

performance may already be considered as if in periodic representative operational pattern

and that idle times (within the range considered) have little influence over the system

performance for the configuration considered. Finally, complementing the analysis, the

bottom plot of Fig. 43 displays the temporal behavior of the total thermal power loss

(i.e., the summation of losses through the wall and both lids) during the five cycles. It is

quite clear that the thermal loss rapidly achieves the expected sinusoidal behavior over

the time, as discussed by Ref. [91]. Moreover, the steep thermal loss increase from the

initial steady-state condition at the beginning of the first charging processes arguably

indicates that the analyses presented considering only one charging-discharging cycle

may overestimate the charging efficiency. Nonetheless, because the system performance is

mostly influenced by the discharging process and the thermal loss over the discharge for

the first cycle is somewhat similar to that over the remaining cycles, it may actually be

conceived that the system performance may indeed vary little between cycles, as discussed.
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5 ECONOMIC-ENVIRONMENTAL ASSESSMENT AND OPTIMIZA-

TION OF A CO2 SOLAR-POWERED PLANT WITH PACKED-BED

THERMAL ENERGY STORAGE

When dealing with solar-powered plants, the use of TES technologies is undoubtedly

one of the key approaches explored for increasing energy dispatchability while boosting the

solar fraction of energy deployed. In spite the fact that a few theoretical studies addressed

the use of TES solutions for s-CO2 -based plants, these do not provide sufficient and

reliable information on designing and minimizing inherent costs for such systems, e.g.,

highlighting optimal design and operation parameters and the system integration.

Therefore, following the technical analysis of Chap. 4 and because packed-bed TES

is a technology demanding an assessment on its economic feasibility for s-CO2 applications,

this study aims to analyze overall economic trends of an integrated system composed of such

a TES system, a solar field, and a power block while considering s-CO2 as HTF and using

auxiliary conventional heating. The analysis is carried out through numerical simulations

for exploring several operational conditions while regarding typical meteorological year

(TMY) data for a reference city on CSP applications, i.e., Daggett/USA. Additionally, not

only both the size of the TES system and the required auxiliary heating depend on the

operational conditions, but also do the related costs, which are considered in detail.

Furthermore, endorsing the idea of an integrated power plant running solely with

s-CO2 as HTF, the packed-bed TES system thoroughly discussed in Chap. 4 was chosen

for storing the surplus of energy from the solar field. Then, by drawing upon parametric

analyses, the study stresses combinations of solar field and TES sizes and considers the

levelized cost of energy (LCOE) as the main figure of merit. In addition, the analysis

accounts for the system environmental sustainability through a penalization cost regarding

CO2 emissions due to the auxiliary heating.

5.1 METHODOLOGY FOR THE SYSTEM MODELING AND EVALUATION

The following subsections present the methodology employed for the system mod-

eling and evaluation. Sub. 5.1.1 describes the integrated system and its numerical routine,
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whereas Subs. 5.1.2, 5.1.3, and 5.1.4 present the models considered for simulating the

power block, the solar field, and the packed-bed TES system, respectively. Additionally,

Sub. 5.1.5 presents the approach for the system economics assessment. Moreover, all

numerical routines were implemented in MATLAB® [104] using fluids properties from

CoolProp [3, 4].

5.1.1 Integrated system and its numerical routine

Fig. 44 presents the overall layout of the integrated system considered in this

study. The s-CO2 recompression Brayton cycle, which is a highly-ranked configuration

for solar-powered plants, was chosen for the power block, as detailed in Sub. 5.1.2. The

solar thermal power input, as detailed in Sub. 5.1.3, is accounted for through a parabolic

trough collector field, which has been tested with s-CO2 and has valuable experimental

data for theoretical modeling and verification [19]. A packed-bed TES system, as detailed

in Sub. 5.1.4, is responsible for storing (charging) and releasing (discharging) the surplus of

thermal power from the solar field aiming to extend the power production beyond the solar

availability. At this point, it is worth to recall that specific optimization of packed-bed

TES devices for s-CO2-based CSP generation is a major feature to be investigated since,

although they may be more efficient than two-tank devices, the working pressures required

by the s-CO2 might impair their economic feasibility [34]. Also, following the discussion on

Fig. 19 in Sub. 4.1.1 , the packed-bed TES device considered includes auxiliary compressors

at each end for recirculating the HTF, which were omitted in this graphic representation of

Fig. 44. Moreover, the power block is designed regarding a nominal net power production

of ∼ 10 MW while being assisted by a conventional auxiliary heater using natural gas as

fuel, which assures that the power block inlet design conditions are met at all time. Hence,

the power block may be considered as always in steady state regardless of the solar gains.

As shown in Fig. 44, the parallel disposition between solar field, TES system, and

power block (with the auxiliary heater between the TES system and the power block)

allows different dynamic operation strategies. The simplest strategy disregards both the

solar field and the TES system, i.e., the system runs through the recirculation bypass

with the auxiliary heater as the energy source for the power block. However, other system
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an auxiliary heat exchanger was included at the TES charging outlet (see “Auxiliary HEx”

in Fig. 44) for heating or cooling the mass flow rate exiting the TES system during the

charging, in order to maintain its temperature always equal to that of the mass flow rate

exiting the power block. The inclusion of this component may seem somewhat unpractical,

but it was necessary for assuring the inlet condition to the solar field, which was considered

to remain constantly at design condition throughout all time steps of all simulations

as further discussed in Sub. 5.1.3. This boundary condition was included to avoid the

numerical iteration between the solar field and the TES solution within a system time

step, thus allowing the annual economic assessment to be performed in a time-efficient

manner. Such a component should be considered artificial, because it would not be used in

an actual system, and its inclusion is only acceptable due to it significantly lowering the

simulation ruining time. For the actual system, an active overall controller would be used

considering the solar field-TES system interaction. Finally, considering the auxiliary heat

exchanger, for heating the HTF, all the energy is computed and included as portion of

the total auxiliary heating; for cooling the HTF, on the other hand, the energy is simply

considered lost – something similar to what would happen with the solar gain with the

decrease of the solar field efficiency with the increase of its HTF inlet temperature.

The numerical routine was implemented to run the integrated system on an annual

basis, following the discussion above. For helping the understanding, the overall system

control strategy is summarized by the flowchart shown in Fig. 45.

For all the simulations performed, the system time step is ∆t
Sys

= 1 h, the TES

time step is ∆t
TES

= 60 s, and the TES axial discretization is N z = 160. For a given set of

input parameters (which follow those of Chap. 4 for the TES device) and variables values

(i.e., see Sub. 5.1.4), the routine starts at t
Sys

= ∆t
Sys

= 1 h by evaluating the solar field

availability. Then, the control scheme decides for TES charging (light blue background),

TES discharging (light red background), or straight auxiliary heating based on the outlet

temperature for a TES time step of ∆t
TES

= 60 s.
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pression cycles, which includes off-design effects on assessing the cycle thermal performance

while regarding a nominal net power production of ∼ 10 MW. More specifically, in this

modeling, the turbomachinery efficiencies rely on performance maps experimentally val-

idated, which relate such values to the corresponding s-CO2 mass flow rates. Also, the

inefficiencies of the heat exchangers, such as thermal resistance and pressure drop, are

predicted and scalable in terms of their mass flow rates. Such a modeling approach has

been considered by different authors, e.g., Refs. [73,123,155]. In addition, further details

are available in the complete formulation of Ref. [122]. Having said that, in order to avoid

eventual overlapping, this subsection focus on the particular selected input parameters.

In this sense, for the ∼ 10 MW net power production set as the design target,

the power block input data set requires an inlet temperature (i.e., the power cycle

high-temperature-end or the turbine upstream temperature), which was assumed as

T
PB,In

= 550 ◦C. Also, for the power cycle low-temperature-end, the main compressor

upstream temperature and pressure of 50 ◦C and P
Low

PB
= 10 MPa, respectively, were

set. For the recompression stage, a fixed mass flow rate fraction of 25.8% was employed.

With such parameters, the power cycle model outputs a high-temperature-end pressure of

P
High

PB
≈ 25 MPa, a mass flow rate of ṁ

PB
= 133.2 kg/s, a power block outlet temperature

of T
PB,Out

= 407.42 ◦C and a net power output of Ẇ
Net

PB
= 9.93 MW ≈ 10 MW.

5.1.3 Solar field

For the solar field, the already validated modeling of Refs. [123,156] is employed.

The solar heat gain in the solar collector field is calculated using the thermal performance

reported for a parabolic trough field, whose efficiency depends on the average temperature

of the absorber. For the time-dependent collector outlet temperature, the efficiency is

calculated based on the LS-2 geometry and heat transfer mechanics reported in Ref. [157].

Thus, for the energy balance in the absorber, the heat gain is expressed as [123,156]

m
Coll

c
Coll

dT
Coll

dt
= η

Coll
I

b

(

A
Aper

N
Coll

)

+ 2ṁ
F
c

F

(

T
F,In

− T
F

)

, (5.1)
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where I
b

is the beam radiation, A
Aper

the total solar field aperture area of mirrors, and

N
Coll

the number of independent parallel collector rows into which the solar field is split,

which was set as 100 for this study. The beam radiation is obtained as

I
b

= DNI · cos θ
b
, (5.2)

where DNI is the direct normal irradiation, θ
b

is the angle of incidence (details regarding

its calculation are shown in Ref. [157]). The total solar field aperture area of mirrors is

given as

A
Aper

= SM · A
SF,ref

, (5.3)

where SM is the solar multiple and A
SF,ref

the reference solar field aperture area. The

A
SF,ref

value was determined such that the solar field would provide a total mass flow

rate equal to that required by the power block, i.e., ṁ
PB

= 133.2 kg/s, while observing

the HTF outlet temperature to be equal to T
In

PB
= 550 ◦C. Then, assuming the reference

conditions of solar normal radiation of 900 W/m2, air temperature of 20 ◦C, no wind,

and HTF inlet temperature of T
Out

PB
= 407.42 ◦C, the value of A

SF,ref
= 435.5 m2 was

determined.

Similar to previously stated for the power block, because the specifics on the solar

collector are not within the main scope of this dissertation, these are omitted for the sake

of brevity – Refs. [88,123,156] provide detailed information on the modeling employed.

For all the analyses, the DNI, air temperature (T
Air

), and wind speed (u
Air

) data

for Daggett/USA were used as inputs, which were obtained from the TMY basis of Ref. [35].

Fig. 46 graphically shows such data, in which each of the 8760 black dots represents one

hour of the year.

Furthermore, the solar field modeling and the TMY data were used for obtaining the

solar field HTF outlet temperature and mass flow rate for each hour of the year considering

that the HTF always entered the solar field at T
Out

PB
= 407.42 ◦C and P

High

PB
≈ 25 MPa,

as previously mentioned. Then, for each SM value investigated, the solar field annual
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Figure 46 – Typical Meteorological Year (TMY) direct normal irradiation, air temperature, and wind
speed data for Daggett/USA from Ref. [35].

outputs were obtained by optimizing the mass flow rate so that T
Out

SF
would be as close as

possible to T
In

PB
= 550 ◦C. Therefore, intending to investigate a broad range of inputs, this

procedure was observed for SM values of 1.5, 2.0, 2.5, 3.0, 3.5, and 4.0.

5.1.4 Packed-bed TES

The numerical modeling utilized for evaluating the performance of the packed-bed

TES system in this study follows that thoroughly presented and discussed in Chap. 4,

except for the temperature-enthalpy coupling factor g, for which, aiming to substantially

improve the numerical routine stability, a new approach was considered. Similarly to shown

in Eq. 4.22, one may approximate the fluid mass-specific enthalpy through a linearization

process as

i
F

(

T
F

)

≈ i
F

(

T
F

= T
F,a

)

+
(

T
F

− T
F,a

) ∂i
F

∂T
F

∣

∣

∣

∣

T
F

=T
F,a

, (5.4)



161

and using ∂i
F
/∂T

F
≈ c

F
, it follows that

T
F

≈ T
F,a

+





i
F

(

T
F

)

− i
F

(

T
F,a

)

c
F

(

T
F,a

)



 . (5.5)

Then, using Eq. 5.5, it is possible to obtain the updated expressions for the fluid, solid,

and wall/lids similarly to the development presented in Subs. 4.1.3, 4.1.4, and 4.1.9 –

these developments will by omitted for the sake of brevity. With this simple approach,

by using the previous iteration value as approximation for the fluid temperature, the

numerical stability is improved because the updated value is obtained by adding to the

approximation value a somewhat correction factor, which is based on the mass-specific

heat. Also, it was observed that this approach not only improves the numerical routine

stability but also its convergence, mostly because the linearization provides better guesses

for the subsequent iteration.

Following Eq. 4.88, the sizing of the total TES volume is obtained as a function of

the selected number of design discharging hours (tTES) as

V
TES,Total

=
ṁ

PB

[

i
F

(

T
PB,In

, P
PB

)

− i
F

(

T
PB,out

, P
PB

)]

t
TES

(1 − ε) ρ
S
c̄

S
0.8

(

T
PB,In

− T
PB,Out

) , (5.6)

for which i
F

is fluid mass-specific enthalpy as a function of temperature an pressure,

ε = 0.35 the porosity, ρ
S

≈ 3950 kg/m3 and c̄
S

≈ 1150 J/(kg · K) the particles volume-

specific mass and average mass-specific heat at constant pressure, respectively. For design,

the solid axially-averaged temperature difference was considered as 80% of the inlet and

outlet power block temperature difference, and it was assumed that the time-averaged

thermal power released by the solid equals the power required for taking the power block

mass flow rate ṁ
PB

from the outlet to the inlet power block conditions. Moreover, using

Eq. 5.6, the length for each TES device is given by

L
TES

=
4V

TES,Total

πD2
TES

N
TES

, (5.7)

with which the L
TES

values shown in Tab. 6 are obtained for various N
TES

, t
TES

, and

D
TES

.
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Table 6 – TES length (L
TES

, [m]) based on the discharging time (t
TES

), TES diameter (D
TES

), and
number of TES (N

TES
)

NTES = 5
DTES tTES = 0.25 h 0.5 h 1 h 2 h 4 h 6 h 8 h
2.0 4.0131 8.0262 16.0524 32.1047 64.2095 96.3142 –
3.0 1.7836 3.5672 7.1344 14.2688 28.5375 42.8063 57.0751
4.0 1.0033 2.0065 4.0131 8.0262 16.0524 24.0786 32.1047
5.0 0.6421 1.2842 2.5684 5.1368 10.2735 15.4103 20.5470

NTES = 10
DTES tTES = 0.25 h 0.5 h 1 h 2 h 4 h 6 h 8 h
1.5 3.5672 7.1344 14.2688 28.5375 57.0751 85.6126 114.1502
2.0 2.0065 4.0131 8.02620 16.0524 32.1047 48.1571 64.2095
3.0 0.8918 1.7836 3.56720 7.13440 14.2688 21.4032 28.5375
4.0 0.5016 1.0033 2.00650 4.01310 8.02620 12.0393 16.0524

NTES = 15
DTES tTES = 0.25 h 0.5 h 1 h 2 h 4 h 6 h 8 h
1.5 2.3781 4.7563 9.5125 19.025 38.0501 57.0751 76.1001
2.0 1.3377 2.6754 5.3508 10.7016 21.4032 32.1047 42.8063
3.0 0.5945 1.1891 2.3781 4.7563 9.5125 14.2688 19.025
4.0 0.3344 0.6688 1.3377 2.6754 5.3508 8.0262 10.7016

The N
TES

variable was included in the study due to possibly large pressure drops

related to larger mass flow rates flowing through the porous medium structure of the packed-

bed. Hence, the charging or discharging mass flow rate is equally divided between the

N
TES

packed-bed TES devices considered. Also, because all TES are equal and subjected

to the same inputs and boundary conditions, just one is simulated and its response used for

all the remaining. Also, given that the TES simulation is performed with a much smaller

time step than that of the integrated system, for easing the further calculations, the TES

outlet fluid mass flow rate and mass-specific enthalpy are obtained as temporal averages

for each system time step as

〈

ṁ
TES

〉

=
1

∆t
Sys

∫

∆t
Sys

ṁ
Out

TES
dt (5.8)
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and

〈iF,TES〉 =

∫

∆tSys
ṁ

Out

TESi
Out

F,TESdt
∫

∆tSys
ṁ

Out
TESdt

. (5.9)

And the power spent with the auxiliary compressors is added to the outlet fluid flow

through energy balances for obtaining the actual outlet mass-specific enthalpy.

Furthermore, aiming to better account for the thermal losses, following indicatives

of Ref. [158], instead of a fixed value for the ground temperature it was considered to be

3 ◦C above the air temperature at each system time step.

5.1.5 System economics

The economic assessment of the integrated CSP plant evaluates the costs of the

main equipment composing of the three major subsystems, i.e., solar field, TES system, and

power block. Based on the literature (e.g., Refs. [159, 160]), the widely-regarded approach

of using scalable functions was chosen. This method indicates that the costs for different

sizes of components are related to reference cases previously determined following a similar

expression to

C

C
ref

=

(

S

S
ref

)n

, (5.10)

where C is the cost, S a metric for the equipment size, n the scaling exponent, and

the subscript ref refers to the reference case. Therefore, the costs of manufacturing the

subsystems within the power block may be estimated relying on reference data for s-

CO2 [95]. Additionally, Eq. 5.10 may also be used for estimating the costs for the solar field

and the auxiliary heating process. Tab. 7 presents the expressions used for determining

the equipment costs for the power block and the solar field.

Therefore, for the recompression power block (whose layout is shown in Fig. 20)

composed of a turbine, a main compressor, a recompressor, two recuperators (high and low

temperature), an air cooler, and an electric generator, using the expressions from Tab. 7,
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Table 7 – Equipment cost expressions for solar field and power block.

Equipment Cost expression* [US$]

Turbine [95] 9923.7Ẇ 0.5886

Compressor [95] 643.15Ẇ 0.9142

Recuperator [95] 5.2 (UA)0.8933

Air cooler [98] 1100
[

177.03ĖCo −
(

2Ė2
Co/103

)

+
(

1.32Ė3
Co/108

)]

Electric generator [98] 6 · 106
(

ẆEle/160
)0.7

Site preparation [98] 20AAper

Mirrors [98] 120AAper

Receivers [98] 140 · 106 (ARec/1571)0.7

*
[

Ẇ
]

= kW, [UA] = W/K,
[

ĖCo

]

=
[

ẆEle

]

= MW, [AAper] = [ARec] = m2

the cost is estimated as

C
PB

= C
T

+ C
MC

+ C
RC

+ C
HTR

+ C
LTR

+ C
Co

+ C
EG
. (5.11)

The turbine and compressors costs are estimated based on the power produced/consumed

per each, which are determined by the mass flow rate through and the inlet-outlet mass-

specific enthalpy difference of each one. For the recuperators, the costs are estimated

based on the global conductance, which is obtained using discretization (into N sub-heat

exchangers), considering the total thermal power transferred within each heat exchanger

and its logarithmic mean temperature difference (LMTD) as [103]

(UA) =
N
∑

j=1

(

Ė/N
)

∆T
LMTD,j

. (5.12)

The air cooler cost is estimated based on the thermal power exchanged
(

Ė
Co

)

, which is

also determined by the mass flow rate through and the inlet-outlet mass-specific enthalpy

difference of the heat exchanger. The electric generator cost is estimated based on the

electric power generated, which was set as ∼ 10 MW.

Regarding the main heat supplying device, similar to Eq. 5.11, the solar field cost

is obtained as

C
SF

= C
Site

+ C
Mirror

+ C
Rec
. (5.13)
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Both the site preparation and the mirrors costs are estimated based on the aperture area,

which is simply obtained from the reference area and the solar multiple – as indicated in

Eq. 5.3 – whereas the receivers cost is estimated based on their tubes external area, which

is obtained from

A
Rec

= πD
Rec,Ext

L
Aper

, (5.14)

with each receiver length as L
Aper

= A
Aper

/5.45 from the area-to-length relation for the

chosen collector geometry (i.e., 545 m2 of collector area to each 100 m of collector length).

On the other hand, for the packed-bed TES device, the cost estimate relies on a

different approach since parameters for scaling this component are still somewhat unknown.

Such an approach relies on assuming the major costs of the packed-be TES device to be

related to the pressure vessel [34] and to the alumina particles. In this sense, the steel cost

may be estimated as

C
TES,st

= bstρst

(

V
TES,Wall,st

+ 2V
TES,Lid,st

)

, (5.15)

for which the TES steel wall and lid volumes are defined as

V
TES,Wall,st

= π
4

[

(

D
TES

+ 2t
i
+ 2tst

)2 −
(

D
TES

+ 2t
i

)2
]

L
TES

V
TES,Lid,st

= π
4
D2

TES
tst

, (5.16)

and bst = 1.553 US$/kg is the steel specific cost, which was obtained as the average of

the global composite prices for carbon steel and stainless steel 304 from Ref. [161], from

January to August of 2019. For the alumina, similar to for the steel, the cost is estimated

as

C
TES,S

= b
S
ρ

S
(1 − ε)V

TES
, (5.17)

where V
TES

is the TES total internal volume and b
S

= 1.15 US$/kg is the alumina specific

cost, which was obtained based on the range of 1.0 US$/kg and 1.3 US$/kg for ceramic
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particles indicated by Ref. [95]. Therefore, the total cost for the TES system is obtained as

C
TES

= N
TES

(

C
TES,st

+ C
TES,S

)

, (5.18)

where N
TES

accounts for the number of TES devices employed.

Thus, from Eqs. 5.11, 5.13, and 5.18, the overall equipment investment cost is

estimated as

C
Equip

= C
PB

+ C
SF

+ C
TES

, (5.19)

which disregards any equipment cost related to the auxiliary heat exchanger discussed in

Sub. 5.1.1.

For the auxiliary conventional heating, which was adopted as using natural gas as

fuel, the cost is estimated based on the specific fuel cost as

C
Aux

= b
Aux

E
Aux

, (5.20)

where b
Aux

= b
NG

= 3.5 · 10−9 US$/J is the auxiliary heating fuel specific cost, which was

obtained as the average value for California/USA considering the available data for the

last 10 years from Ref. [162] – it was considered that the energy of 1ft3

NG
≈ 1030 Btu =

1.0867 MJ [163]. Also, E
Aux

accounts for the annual overall summation of energy obtained

from the auxiliary heating, which is determined as

E
Aux

= E
PB

Aux
+ E

TES

Aux
, (5.21)

where E
PB

Aux
is the auxiliary heating energy spent for the power block inlet and E

TES

Aux
for

the TES outlet, which are obtained, respectively, from summations throughout the 8760 h

of the year as

E
PB

Aux
=

8760
∑

j=1

ṁ
PB

(

i
In

F,PB
− i

In

F,Aux,j

)

∆t
Sys (5.22)
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and

E
TES

Aux
= N

TES

8760
∑

j=1























〈

ṁ
TES,C

〉

j

(

i
Out

F,PB
−
〈

i
Out

F,TES,C

〉

j

)

∆t
Sys
, T

Out

TES,C
< T

Out

PB

0, T
Out

TES,C
≥ TOut

PB

. (5.23)

Also, the auxiliary heater inlet mass-specific enthalpy i
In

F,Aux
is obtained, for each system

time step j, from the thermal balance from the solar field and TES outlets and the bypass

as

ṁ
SF
i
Out

F,SF
+N

TES

〈

ṁ
TES

〉

〈

i
Out

F,TES

〉

+ ṁ
Bypass

i
Out

F,PB
= ṁ

PB
i
In

F,Aux
. (5.24)

The environmental cost associated with the emission of CO2 due to the use of

auxiliary heating is also accounted for. Considering a lower heating value (LHV) of

LHV
NG

= 45.5895 MJ/kg [164] for the natural gas and that, from stoichiometry, the

complete combustion of 1 kg of natural gas produces 2.75 kg of CO2, the environmental

cost is estimated as

C
Env

= b
Env

2.75E
Aux

LHV
, (5.25)

where b
Env

= 90 · 10−3 US$/kg [165] is the environmental specific cost for the CO2 emitted,

i.e., a taxation regarding the reduction of greenhouse emissions. It is worth mentioning

that a future sensibility analysis regarding such a value is recommended.

Furthermore, considering the difficulty of estimating the maintenance and operation

costs, following Ref. [98], these were estimated as

C
MO

= b
MO

W
PB,Net

, (5.26)

where W
PB,Net

, the net energy produced by the power block, is obtained from

W
PB,Net

=
8760
∑

j=1

Ẇ
Net

PB,j
∆t

Sys
, (5.27)
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and b
MO

= 0.9722 US$/J = 3.5 US$/MWh [98].

Therefore, as figure of merit to evaluate the costs of energy production over the

system lifetime, the analysis uses the levelized cost of energy (LCOE) approach [166], for

which the LCOE, in US$/MWh, is given by

LCOE = 3.6 · 109



C
Equip

+
LT
∑

j=1

(

C
Aux,j

+ C
Env,j

+ C
MO,j

)

(1 + dr)j



 /





LT
∑

j=1

W
Sys,Net,j

(1 + dr)j



 , (5.28)

considering, for a given year j within the system LT years lifetime, all costs described

above to produce the annual system net energy W
Sys,Net

, which is obtained as

W
Sys,Net

= W
PB,Net

−
8760
∑

j=1

Ẇ
Pump

TES,j
∆t

Sys
, (5.29)

i.e., by subtracting from the annual net energy produced by the power block – considering

that Ẇ
Net

PB
= 9.93 MW ≈ 10 MW is constant throughout the year – the annual energy

expenditure with the TES auxiliary compressors – which are described in Sec. 5.1 and

whose power consumption is expressed in and Sub. 4.1.15. Also, for all analyses, following

Ref. [167], a lifetime of LT = 20 years and an annual discount rate of dr = 5% were

considered.

Finally, it is important to mention that the adopted cost estimation methodology

and reference values are not specific for the HTF considered. Therefore, it is expected, based

on the available literature, results accuracy to be roughly limited to a ±30% range [98,167].

5.2 RESULTS

For the economic assessment, first, the influence of the size of the TES system is

examined in Fig. 47. Such a figure shows the integrated system LCOE variation with

the design discharging time t
TES

while considering three TES diameters, a solar multiple

of SM = 2 and N
TES

= 5 TES packed-bed devices. Additionally, the dash-dotted line

indicates the LCOE value if no TES system is considered, which is referred to as reference

LCOE value. Regarding the configurations with an embedded TES system (solid lines),

one may notice that none achieved a lower LCOE than the reference. Furthermore, the
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rightmost portion of Fig. 47 reveals that smaller D
TES

are preferable for larger t
TES

values,

whereas the leftmost portion, which is zoomed in the detail plot, shows that there is a

swap between the preferable D
TES

as t
TES

decreases.

Figure 47 – LCOE variation with t
TES

for three TES diameters considering SM = 2 and N
TES

= 5.

It should be mentioned that the convergence for the reference LCOE value as

t
TES

→ 0 is not observed. This convergence may be expected because the system response

for ever-decreasing TES sizes increasingly approaches that of the system without any

TES device and also because the associated TES cost should approach zero. Nevertheless,

although for a given D
TES

, L
TES

→ 0 as t
TES

→ 0 (see Eqs. 5.6 and 5.7), the associated

steel cost for the TES lids does not depend on L
TES

(as is the case for the associated steel

cost for the TES wall), but only on D
TES

. Thus, this discussion clarifies the non-convergence

of the LCOE curves for different D
TES

as t
TES

→ 0.

In order to account for the effects of the solar field size, which is expressed in

terms of the solar multiple SM , on the levelized cost of energy, Fig. 48 shows the LCOE

variation for five design discharging times t
TES

considering a TES diameter of D
TES

= 2 m

and N
TES

= 5 TES packed-bed devices. Once again the dash-dotted line indicates the

reference LCOE values for each SM if no TES system is considered. The main point to

be observed is the existence of local minima, i.e., for each t
TES

, there is a SM minimizing

the LCOE. Moreover, the optimal SM values decrease from roughly 3.5 to 2.0 as t
TES
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decreases from 8 h to the reference line (i.e., 0 h). This optimal trend is arguably related

to matching the solar field and TES systems sizes. Furthermore, as shown in Fig. 47, the

greater the TES size (i.e., its storage capacity), the greater the LCOE.

Figure 48 – LCOE variation with SM for five t
TES

considering N
TES

= 5 and D
TES

= 2 m.

The influence of the number of TES devices on the LCOE may be observed Fig. 49,

which was obtained considering SM = 2 and a TES diameter of D
TES

= 3 m. Although a

discreet variation may be observed at N
TES

= 10, the LCOE variation within the range

of N
TES

= 5 and N
TES

= 15 may be considered as actually insignificant.

Even though the environmental-related economic cost of the CO2 emissions is

already accounted for in the LCOE itself, it is arguably reasonable to search for a compro-

mise solution that not only minimizes the LCOE but also that regards the environmental

sustainability. Hence, considering the annual CO2 mass emitted by the auxiliary heating

(m
CO2

) as a second independent figure of merit, Fig. 50 shows with black markers the

values of LCOE (y-axis) and m
CO2

(x-axis) for 137 combinations of SM , N
TES

, t
TES

, and

D
TES

– whose ranges are, respectively, 1.5 and 4.0, 0 and 15, 0 h and 8 h, and 1.5 m

and 5 m. Both figures of merit, i.e., LCOE and m
CO2

, were normalized by the maximal

and minimal values of each (see Eq. 2.3) for the set of combinations considered – for

the LCOE, the limit values are 75.30 US$/MWh and 94.64 US$/MWh; whereas, for the

m
CO2

, the limit values are 19.36 · 106 kg and 32.15 · 106 kg.
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Figure 49 – LCOE variation with N
TES

= 5 for five t
TES

considering SM = 2 and D
TES

= 3 m.

It is somewhat expected a competing effect between LCOE and m
CO2

, i.e., the

cleaner the solution, the greater the associated cost. Such a trend is visible in Fig. 50, espe-

cially in its left lower quadrant, which may suggest the possibility of using an optimization-

based approach for finding the Pareto front. Then, considering even weights to both figures

of merit, the distance Λ of each point to the origin was simply evaluated as

Λ =
√

(LCOE∗)2 +
(

m∗
CO2

)2
. (5.30)

Thus, the 20 best out of the 137 evaluated combinations (i.e., those with smaller Λ)

are indicated in Fig. 50 by the x markers and named alphabetically according to the

increasing distance to the origin while the remaining combinations are indicated by the

dot markers. The best compromise solution found, which is indicated by point A, was

obtained with the combination SM = 4, N
TES

= 10, t
TES

= 6 h, and D
TES

= 3 m and

achieved LCOE = 79.59 US$/MWh and m
CO2

= 21.02 · 106 kg.

Focusing on the aforementioned 20 best combinations and aiming to clarify the

components of each one, Fig. 51 shows the values of SM , N
TES

, t
TES

, and D
TES

for each

of those cases. It is possible to verify that, for these combinations, none was obtained

with a SM value smaller than 3.0, which indicates that an arguably larger solar field is
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Figure 50 – Normalized LCOE versus normalized annual m
CO2

considering 137 combinations of SM ,
N

TES
, t

TES
, and D

TES
.

preferred. Also, regarding the TES system, it is not possibly to infer any clear tendency

regarding the number of devices, which agrees with the analysis presented in Fig. 49.

Moreover, on the design discharging time (which is directly related to the TES volume),

the best combinations were obtained with at least 4 h, which is roughly half of the range

considered; then, it is conceivable that small TES systems do not play a significant role.

And, finally, except for three, all the best combinations considered D
TES

= 3 m, which

may indicate an optimal value for the diameter of the TES device.

Now, Fig. 52 brings the breakdown into percentage component of the LCOE of the

aforementioned 20 best combinations, while also using the LCOE to sort them. First, with

regard of the percentage costs, one may check that there is a somewhat direct correlation

between LCOE and the percentage CEquip – a specific discussion on the equipment cost

will be presented next. Then, it is also possible to verify a fairly inverse correlation between

LCOE and the combined percentage CAux +CEnv. Following, the percentage CMO remained

nearly constant for all the 20 best combinations. Moreover, the last column on the RHS

of Fig. 52 brings the total emitted CO2, whose tendency follows that of the combined

CAux + CEnv, which is something expected because mCO2, CAux, and CEnv are all directly

dependent on EAux (one may see that from Eqs. 5.20 and 5.25). Also, yet on the combined
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6 CONCLUSIONS

Aiming at the development of thermodynamic and numerical approaches regarding

the use of s-CO2 as working fluid/HTF for CSP-powered plants, transient models for

Brayton cycles with TES systems were presented and simulations results thoroughly

discussed.

The first part of this dissertation deals with the homemade finite-volume-based

routine developed to simulate and analyze the transient behavior of a hybrid recuperative

s-CO2 Brayton cycle with solid TES and mass storage systems. The study focused on

exploring the effects of a concrete TES system on the cycle power delivery output. Also,

to deal with the s-CO2 mass flow rate fluctuations caused by thermal transfer processes

within the cycle and, consequently, pressure variations, a mass storage system with a

variable volume was included. The figure of merit used to evaluate the performance of the

thermal system, i.e., the improvement index (δ), represents, for the tenth day of operation,

the percentage difference between the net work delivered by the cycle with and without a

TES device, which is normalized by the net work delivered by the cycle without the TES

device.

As expected, the results showed that the use of a TES system enables improvement

index values much higher than zero. For instance, for some of the cases simulated, δ → 36%,

which is close to the highest improvement possible given the operational constraints imposed.

Also, as expected, it was possible to notice the strong dependence of δ on the construction

parameters and thermophysical properties of the TES system. As a general trend, it was

observed that there is a combination of ideal dimensions for a given set of thermophysical

properties. More specifically, it was shown that the ability of the TES device to store/deliver

power, which is related to its thermal conductivity, limits the amount of storage medium

that should thermally interact with the working fluid – other studies have specifically dealt

with this issue, e.g., Refs. [79,168]. Furthermore, the analysis indicated that the commonly

adopted hypotheses of steady-state and quasi-steady-state processes must be used with

care when a power plant is assisted by a TES system. This is mainly because the thermal
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inertia of the coupled system (i.e., cycle main components and TES devices) may require

several days to reach a periodic representative operational pattern. Therefore, imposing

an ill-conceived initial thermal condition to the assembled cycle may lead to unrealistic

scenarios. This is especially critical for applications such as solar-powered plants because

the radiation fluxes continuously vary within the day and from day to day, which suggests

that, for certain cases, the aforementioned operational pattern may never be reached.

The second part of this dissertation relied on the modeling of a packed-bed TES

system operating with s-CO2 as HTF in order to map the influence of several design and

operational parameters on its charging-discharging combined efficiency. The modeling

was specifically implemented with the purpose of accounting for the unique behavior

assigned to the HTF used, such as low viscosity, variations of thermophysical properties,

and operation at elevated pressure. While initially proposed to operate with air, only few

details have been reported in the literature about packed-bed TES devices operating with

s-CO2 and, more specifically, about the effects of crucial parameters on its performance,

which reinforces the originality and relevance of the study presented.

Regarding the charging-discharging combined efficiency, the findings of this work

stressed a broad range of trends that may assist the design of packed-bed TES systems for

CSP applications with s-CO2. Design parameters, such as the bed length and diameter,

revealed the possibility for optimization, and the ideal particle diameter was shown to

be much smaller than that for air-based applications. Moreover, the existence of optimal

aspect ratios for fixed bed volumes indicated the most efficient setup for these systems.

When dealing with operational parameters, the results indicated advantages in charging

mass flow rates up to twice that of the design value for the power block, which may be

translated to solar multiples up to 3, thus preventing the solar field oversize while reducing

unnecessary investment costs. Still on operational parameters, controlling the temperature

downstream of the TES system during both charging and discharging processes has also

demonstrated to be relevant due to its influence over defining the time spans of the

processes. Over the former, the optimal temperature limit decreases with increasing the

discharging temperature limits; contrarily, on the latter, the lower the outlet temperature,

the higher the combined efficiency. Additionally, choosing the proper insulation thickness
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has proved to be highly recommended since a significant amount of thermal energy may be

lost in case of mismatching. Discussions on the main inefficiency factors of the packed-bed

TES device, i.e., thermal losses to the surroundings and thermal dispersion, were presented,

which indicated that their relevance on the performance of the device depends on the

design and operational parameters considered. Also, even though increasing the high-end

temperature increases the power cycle efficiency, it compromises the TES efficiency, which

may indicate a possible overall optimal efficiency for the coupled solar field, TES device,

and power block system. Last of all, the charging-discharging cycling effect over the system

thermal-hydraulic performance was discussed.

The third part of this dissertation assessed the economics of an integrated plant

composed of solar field, packed-bed TES system, and power block, while operating with

s-CO2 as HTF. The preliminary study presented may be considered as an exploratory effort

on assessing the economic feasibility of such an integrated solution. Although the solutions

with the packed-bed TES systems investigated did not present substantial improvements in

terms of LCOE by itself when compared to the respective references, the results revealed

not only the possible feasibility of the integrated system using such a TES technology for

s-CO2, but also evidenced several venues for further examination.

The studies discussed in this dissertation showed that while s-CO2 is a suitable

working fluid for CSP applications, additional work in several directions is still needed for

the development of this rapidly expanding field of increasing interest, which may contribute

to the further development of efficient power generation.

6.1 FUTURE WORKS

Following the line of research of this dissertation, efforts should be devoted to

further developing models that are capable of representing transient conditions of power

plants (solar-powered cycles, for instance) while considering realistic solar radiation and

demand profiles as well as improved turbomachinery models. Also, the TES systems (i.e.,

technology, configuration), their coupling and control strategies as well as their transient

thermal response/inertia should be further studied. These models should also include the

transient behavior of solar receivers (e.g., solar trough collectors) since their efficiencies
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vary largely with the ambient conditions (e.g., air temperature, wind speed). Ultimately,

such transient models could replace steady-state formulations and be used to precisely

determine the real behavior of solar-powered plants for a wide range of climates, while

accounting for geographical and environmental conditions.

Also, future works, such as exploring economic aspects related to optimal parameters

and exergetic augmentation, need attention. Based on this, a multi-objective optimization

may be the natural continuation of this work, concerning the simultaneous integration of all

the relevant parameters mentioned as well as the costs involved in system manufacturing,

operation and maintenance, and its environmental impact. Such an analysis is indeed

required for further assessing in detail the feasibility of s-CO2 packed-bed TES systems for

real scale power plants. Hence, further studies on the integration of solar field, TES device,

and power block with the controlling system are required, while the annual assessments

relying on the actual solar and power demand data still seems to be an interesting study

venue.

Amongst several points still requiring a further examination for improving the results

obtained, one may indicate: (i) the necessity of a proper and improved active and possibly

predictive controlling system – e.g., including the stopping charging and/or discharging

parameters following the ∆T
F,Out,C

and ∆T
F,Out,D

discussed in Chap. 4, (ii) investigation

on better and cost-effective materials for the packed-bed TES construction – i.e., for the

wall and lids, and for the spherical particles –, and (iii) sensibility analyses for assessing

the influence of parameters such as thermodynamic efficiencies, design specifications

(e.g., insulation, wall, and ground thicknesses), and specific costs (e.g., the environmental

taxation) on the figures of merit considered.
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Appendix A – ENERGY CONSERVATION EQUATION

This appendix presents in detail the process for obtaining the fluid energy conser-

vation equation used throughout all studies composing this dissertation, which is obtained

from the expression given by Refs. [114,124] as

ρ
De

Dt
= ~∇ ·

(

k~∇T
)

− P
(

~∇ · ~u
)

+ µΦ + Ω, (A.1)

for which ρ is the volume-specific mass, e the mass-specific internal energy, t the time,

k the thermal conductivity, T the temperature, P the thermodynamic pressure, ~u the

velocity vector, µ the dynamic viscosity, Φ the dissipation function, and Ω the generation

term.

Now, considering the definition of the mass-specific enthalpy i as

i ≡ e+ Pv → e = i− Pv, (A.2)

for which v is the mass-specific volume, it is possible to rewrite Eq. A.1 as

ρ
Di

Dt
− ρP

Dv

Dt
− ρv

DP

Dt
= ~∇ ·

(

k~∇T
)

− P
(

~∇ · ~u
)

+ µΦ + Ω. (A.3)

Moreover, because v = 1/ρ, then

Dv

Dt
=

(

−1
ρ2

)

Dρ

Dt
, (A.4)

which may be used to rewrite Eq. A.3 as

ρ
Di

Dt
+
P

ρ

Dρ

Dt
− DP

Dt
= ~∇ ·

(

k~∇T
)

− P
(

~∇ · ~u
)

+ µΦ + Ω, (A.5)

which may be reorganized as

ρ
Di

Dt
+ P

[

1
ρ

Dρ

Dt
+
(

~∇ · ~u
)

]

= ~∇ ·
(

k~∇T
)

+
DP

Dt
+ µΦ + Ω. (A.6)

So, multiplying the second term on the LHS of Eq. A.6 by ρ/ρ and further reorganizing

the equation, it yields

ρ
Di

Dt
+
P

ρ

[

Dρ

Dt
+ ρ

(

~∇ · ~u
)

]

= ~∇ ·
(

k~∇T
)

+
DP

Dt
+ µΦ + Ω. (A.7)
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Now, considering that mass conservation (continuity) equation reads

[

Dρ

Dt
+ ρ

(

~∇ · ~u
)

]

=

[

∂ρ

∂t
+ ~∇ · (ρ~u)

]

= 0, (A.8)

the second term on the LHS of Eq. A.7 is canceled. Hence, Eq. A.7 becomes

ρ
Di

Dt
= ~∇ ·

(

k~∇T
)

+
DP

Dt
+ µΦ.+ Ω, (A.9)

which may also be found in Ref. [114].

Now, focusing specifically on the first term on the LHS of Eq. A.9, it may be shown

that
D (ρi)
Dt

= ρ
Di

Dt
+ i

Dρ

Dt
→ ρ

Di

Dt
=
D (ρi)
Dt

− i
Dρ

Dt
, (A.10)

and, from the definition of the material derivative,

D (ρi)
Dt

=
∂ (ρi)
∂t

+ ~u · ~∇ (ρi) . (A.11)

Then, combining Eqs. A.10 and A.11, it yields

ρ
Di

Dt
=
∂ (ρi)
∂t

+ ~u · ~∇ (ρi) − i
Dρ

Dt
. (A.12)

Also, it may be shown that

~∇ · (~uρi) = ρi~∇ · ~u+ ~u · ~∇ (ρi) → ~u · ~∇ (ρi) = ~∇ · (~uρi) − ρi~∇ · ~u. (A.13)

Hence, using Eq. A.13, Eq. A.12 may be rewritten as

ρ
Di

Dt
=
∂ (ρi)
∂t

+ ~∇ · (~uρi) − ρi~∇ · ~u− i
Dρ

Dt
, (A.14)

which, then, may be reorganized as

ρ
Di

Dt
=
∂ (ρi)
∂t

+ ~∇ · (~uρi) − i
[

Dρ

Dt
+ ρ

(

~∇ · ~u
)

]

. (A.15)

Once again recognizing the continuity (i.e., Eq. A.8), the last term on the RHS of Eq. A.15

is canceled, thus

ρ
Di

Dt
=
∂ (ρi)
∂t

+ ~∇ · (ρ~ui) . (A.16)
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Then, substituting Eq. A.16 in Eq. A.9, it becomes

∂ (ρi)
∂t

+ ~∇ · (ρ~ui) = ~∇ ·
(

k~∇T
)

+
DP

Dt
+ µΦ + Ω, (A.17)

which is the general conservative form for the energy equation in terms of the mass-specific

enthalpy used throughout all studies developed in this dissertation. From the LHS to

the RHS of Eq. A.17, the terms are related to temporal variation, advection, diffusion

and/or convection heat transfer with a wall, pressure variation, viscous dissipation, and

generation.

Now, focusing on the second term on the RHS of Eq. A.17, the pressure material

derivative is given by

DP

Dt
=
∂P

∂t
+ ~u · ~∇P, (A.18)

and, similar to Eq. A.13,

~∇ · (~uP ) =
(

~∇ · ~u
)

P + ~u · ~∇ (P ) → ~u · ~∇ (P ) = ~∇ · (~uP ) − P
(

~∇ · ~u
)

. (A.19)

So, with Eq. A.19, Eq. A.18 may be rewritten as

DP

Dt
=
∂P

∂t
+ ~∇ · (~uP ) − P

(

~∇ · ~u
)

, (A.20)

which may substituted in Eq. A.17, yielding

∂ (ρi)
∂t

+ ~∇ · (ρ~ui) = ~∇ ·
(

k~∇T
)

+
∂P

∂t
+ ~∇ · (~uP ) − P

(

~∇ · ~u
)

+ µΦ + Ω. (A.21)

Now, adopting the finite-volumes approach for numerically dealing with Eq. A.21,

considering a volume V bounded by a surface S whose outward normal is n̂, disregarding

generation, neglecting the influence of viscous dissipation – which is arguably expected to

be negligible for all cases considered in this dissertation –, and integrating Eq. A.21 over
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the volume V and the time t, it yields

∫

t

∫

V

∂ (ρi)
∂t

dV dt+
∫

t

∫

V

~∇ · (ρ~ui) dV dt =
∫

t

∫

V

~∇ ·
(

k~∇T
)

dV dt+
∫

t

∫

V

∂P

∂t
dV dt+

∫

t

∫

V

~∇ · (~uP ) dV dt− P
∫

t

∫

V

(

~∇ · ~u
)

dV dt.

(A.22)

Then, applying the divergence theorem to the second term on the LHS and on the first,

third, and fourth terms on the RHS of Eq. A.22, it yields

∫

t

∫

V

∂ (ρi)
∂t

dV dt+
∫

t

∫

S
(ρ~ui) · n̂ dSdt =

∫

t

∫

S

(

k~∇T
)

· n̂ dSdt+
∫

t

∫

V

∂P

∂t
dV dt

∫

t

∫

S
(~uP ) · n̂ dSdt− P

∫

t

∫

S
~u · n̂ dSdt.

(A.23)

Throughout this dissertation, for the one-dimensional models, the node nomencla-

ture presented by Ref. [108] was adopted, i.e., the center of a control volume is indicated

by P , the center of the volume to the left (west) of P is indicated by W , the center of the

volume to the right (east) of P is indicated by E, the interface between nodes W and P is

indicated by w, and the interface between nodes P and E is indicated by e.

Now, specifically for one-dimensional horizontal plug flows, focusing on the last

three terms on the RHS of Eq. A.23 (which are related to the pressure variation term)

and using the aforementioned node nomenclature, it may be written that

∫

t

∫

V

DP

Dt
dV dt ≈ V

P

(

P
P

− P
0

P

)

+
[

(AuP )
e

− (AuP )
w

]

∆t+

−P
P

[

(Au)
e

− (Au)
w

]

∆t.
(A.24)

Then, using that the total mass flow rate is given by ṁ = ρuA → (Au) = ṁ/ρ, Eq. A.24

may be rewritten as

∫

t

∫

V

dP

dt
dV dt ≈ V

P

(

P
P

− P
0

P

)

+

[(

ṁP

ρ

)

e

−
(

ṁP

ρ

)

w

]

∆t+

−P
P

[(

ṁ

ρ

)

e

−
(

ṁ

ρ

)

w

]

∆t.
(A.25)

And, reorganizing the last two terms on the RHS of Eq. A.25, it finally becomes

∫

t

∫

V

dP

dt
dV dt ≈ V

P

(

P
P

− P
0

P

)

+

[(

ṁ

ρ

)

e

(

Pe − P
P

)

−
(

ṁ

ρ

)

w

(

P
P

− Pw

)

]

∆t. (A.26)
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An important aspect regarding the modeling for considering the effects of the

pressure variation on the energy conservation (i.e., Eq. A.26) is that it is not inherently

conservative. Nonetheless, for the case of linear pressure drop distribution along the fluid

flow direction – which is arguably expected to be the case for the studies developed in this

dissertation –, if the pressure evaluation at the nodes centers is performed according to

arithmetic means of the pressures at the respective nodes interfaces, the approach shown

in Eq. A.26 becomes conservative.

Finally, it is worth remembering that Eqs. A.23 and A.26 were obtained regarding

the finite-volumes approach in a general form for a one-dimensional horizontal plug flow

while disregarding generation and neglecting viscous dissipation.
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