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ABSTRACT

Once available exclusively for slow transient models such as
those of power systems, the real-time simulation of electric circuits
was improved with the growth of the available computing power,
and is nowadays a crucial part of the design process of new elec-
trical engineering solutions in several areas — especially when in
a hardware-in-the-loop configuration. In this master’s thesis some
of the fundamental theoretical aspects of general circuit simula-
tion softwares are initially outlined: the graph representation, the
state-variable analysis and the nodal analysis. Afterwards, impor-
tant characteristics and restrictions of real-time operation oriented
methods are discussed. Finally, the evaluation of a state-of-the-art
hardware-in-the-loop testing capable system, the CPU/FPGA-based
OPAL-RT OP5700 real-time simulator, is presented in terms of speed
and accuracy.

Keywords: hardware-in-the-loop; real-time simulation; OPAL-RT






RESUMO

Uma vez disponivel exclusivamente para modelos com tran-
sitérios lentos como os de sistemas de poténcia, a simulagdo em
tempo-real de circuitos elétricos foi melhorada com o crescimento
do poder computacional disponivel, e é hoje parte crucial do pro-
cesso de desenvolvimento de novas solugoes de engenharia elétrica
em diversas areas — especialmente quando em uma configuragao
hardware-in-the-loop. Nesta dissertagao, nogoes de alguns dos aspec-
tos tedricos fundamentais de softwares de simulagdo de circuitos
gerais sdo primeiramente mostradas: a representacdo por grafos, a
analise por varidveis de estado e a analise nodal. Posteriormente,
caracteristicas e restrigoes importantes de métodos orientados a ope-
ragao em tempo-real sao discutidos. Finalmente, a avaliacdo de um
sistema estado-da-arte apto a testes hardware-in-the-loop, o simu-
lador em tempo-real baseado em CPU e FPGA OPAL-RT OP5700,
é apresentada em termos de velocidade e exatidao.

Palavras-chave: hardware-in-the-loop; simulagao em tempo real;
OPAL-RT






RESUMO EXPANDIDO

A simulagéo por computador é parte importante e, muitas
vezes, obrigatoria no estagio de desenvolvimento de uma nova solugao
de engenharia. Essa afirmagao é especialmente verdadeira na area da
Engenharia Elétrica, onde as grandezas fisicas envolvidas sdo capazes
de causar danos ao ambiente e ao equipamento em fragoes de segundo
e, em geral, nao sao diretamente observaveis. Simulagoes programadas
a partir de modelos matematicos criados para circuitos especificos
podem apresentar maior velocidade e fidelidade de resultados, mas
exigem um grande tempo de formulagdo de equagdes para cada
circuito. Um software de simulagdo de circuitos gerais moderno
sacrifica parte da exatidao e velocidade de simulagdo de modo a
permitir uma modelagem muito réapida, onde elementos gréficos
que representam os componentes sao simplesmente adicionados e
interligados.

Na simulagdo em tempo real (RTS) de circuitos elétricos,
tensoes e correntes do modelo respondem em sincronia com as mes-
mas grandezas do sistema real modelado. Quando hé precisao su-
ficiente e meios para serem realizadas conexdes (como conversores
analogicos/digitais e amplificadores), equipamentos reais podem ser
adicionados como elementos da simulagao, caracterizando a confi-
guragao hardware-in-the-loop. Dessa maneira, um controlador real,
por exemplo, pode ser conectado & uma planta simulada. Esta técnica
apresenta diversas vantagens, como a possibilidade de detecgao de
problemas de implementacdo em controladores antes da conexao
ao dispositivo real, o que traz seguranga tanto para o equipamento
quando para o ambiente; reducao de custos de operagao caso o dis-
positivo real tenha alto consumo; possibilidade de testes de rotinas
de seguranga do controlador em casos extremos, como curto-circuito
ou grandezas acima das faixas de operagao; etc.



Objetivos

Esta dissertacao possui dois objetivos principais, sendo um
deles a avaliacao de um sistema de simulacao em tempo real da
OPAL-RT Technologies adquirido para o laboratorio do Instituto
de Eletrénica de Poténcia da UFSC — o OP5700 — em termos de
velocidade, exatidao e limitagoes, de modo a ser criado material
de referéncia para futuros trabalhos com esse sistema. O segundo
objetivo é prover uma visao introdutoéria concisa sobre a teoria por
tras de programas simulagao de circuitos gerais a nao especialistas
na area.

Metodologia

Testes comparativos entre resultados de simulagao de méto-
dos incluidos em pacotes proprietarios da OPAL-RT e resultados
do Simulink Simscape Power Systems — software ja consolidado no
mercado — foram conduzidos. Além disso, a capacidade do hardware
do sistema de simulagao, tanto em termos de poder de processamento
quanto de operacao adequada de entradas e saidas, foi avaliada. Para
permitir a criagao de testes significativos, um continuado e extenso
estudo tedrico sobre simulacgao de circuitos foi realizado.

Resultados e discussao

O processo de analise de um circuito demanda a unido de
dois conjuntos de informacoes: as caracteristicas de tensao-corrente
(V-T) dos elementos que o compdem e as leis topologicas — a Lei
de Kirchoff das Tensoes (KVL) e a Lei de Kirchoff das Correntes
(KCL) —, que sao sempre vélidas e dizem respeito apenas a geometria
do circuito. As topologias sdo estudadas pela teoria matemética de
grafos, que é apresentada no primeiro capitulo desta dissertagao.

Nos Capitulos 2 e 3 sao descritos os dois métodos de analise
mais comumente utilizados por simuladores: a Anélise por Variaveis
de Estado (SVA) e a Analise Nodal. Os principais destaques dos
métodos SVA sao a utilizagao de passo de calculo varidvel sem
necessidade célculos extras, completa integracao com modelos de
espago de estados de controladores e a facilidade de representacao
de elementos nao-lineares. Métodos nodais, por sua vez, calculam



grandes circuitos rapidamente, uma vez que as saidas sao encontradas
a partir de uma equagdo matricial algébrica, além de possuirem
formulagao simples.

Como pode ser visto no Capitulo 4, a validade da simulagao
em tempo real depende do atendimento de alguns requisitos. O
mais importante é a sincronizagao dos passos de calculo com um
“relégio real”; de forma a permitir uma resposta dindmica do modelo
equivalente aquela do circuito real. Além disso, todos os célculos
devem ser terminados antes do inicio do passo de calculo seguinte;
caso contrario, é caracterizado um overrun e os resultados perdem
confiabilidade.

No Capitulo 5 sao apresentados os resultados de testes ex-
perimentais. O método State-Space Nodal do pacote ARTEMiS da
OPAL-RT, que permitiu passos de célculo minimos da ordem de 10
us, foi 8 vezes mais rapido que o método SVA padrao do Simscape
Power Systems na comparagao realizada, que envolvia um circuito
com 120 diodos. Além disso, os dois métodos apresentaram exatidao
semelhante. O método de Pejovic, utilizado para a criacdo de modelos
para processamento pelo FPGA, permitiu a simulagdo em tempo
real de um conversor MMC de 120 interruptores com um passo de
calculo de 1,25 us e conversores mais simples com passo de até 150
ns, aproximadamente. Os erros introduzidos, todavia, foram significa-
tivos e sensiveis & alteragao de parametros do circuito. De qualquer
forma, os resultados das simulagoes hardware-in-the-loop mostraram
que esses erros nao suficientes para invalidar as simulagoes realizadas
em FPGA; o engenheiro deve, contudo, interpretar adequadamente
os resultados levando em conta as caracteristicas do modelo.

Consideracoes finais

Espera-se que, suportado pela informacao apresentada nesta
dissertacdo, um usuério novo do sistema OPAL-RT OP5700 ou de
sistema equivalente possa discernir quais métodos e parametros
melhor se encaixam na simulagao de circuito pretendida e quais
elementos podem ser ignorados de forma a ser diminuido o passo de
calculo, sem que sejam gerados overruns ou que ocorra perda grande
de exatidao.
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INTRODUCTION

The computer simulation plays an important and almost
mandatory role at the development stage of a new engineering solu-
tion nowadays. It is a procedure where a mathematical representation
of the significant aspects of the system being studied is created, and
a computer calculates the outputs given a set of initial conditions.
This allows the engineer to analyze the system when operated with
relevant inputs and to observe expected or even unexpected system
behaviors more clearly, and then evaluate the need for project re-
designs. This is especially true in the field of Electrical Engineering,
where the involved physical quantities are able to cause damage
to equipment or the environment in fractions of a second and are
typically not naturally observable to the eye.

One possible approach to the simulation of a system is the
initial analytical construction of a mathematical model by the engi-
neer, followed by the conversion of this model to a computer program
by means of a programming language, and subsequent processing
by the computer. This method allows for a specifically tailored and
optimized system model, with accuracy/speed compromise adjusted
to the needs of the engineer. However, the analytical modeling of
complex systems is often a difficult process and with restricted results,
which means it must be redone every time there is a new system to
be simulated.

A general purpose simulation software sacrifices some pre-
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cision and speed of the calculations to favor a faster modeling process
than with the previous approach. In modern programs, the user in-
puts the system components with the help of a graphical interface,
configures the relevant parameters, selects the desired outputs and
then starts the simulation. The needed mathematical model is cre-
ated internally and automatically with advanced algorithms that
have been developed and perfected for decades. Some examples of

well known general purpose electric circuit simulation programs are
PSPICE; PSCAD; PSIM; Multisim; SIMULINK and EMTP-RV.

In the Real-time Simulation (RTS) of electric circuits,
voltages and currents of the simulated system show a “real clock”
time response equivalent to those of the real system being modeled
[1]. The first applications of RTS were in power systems transient
analysis, and were performed with analog scaled down versions of
real systems, such as the Transient Network Analyzer [2]. Although
the first digital RTS’s were performed with supercomputers, the
immense evolution of processing power and reduction of costs allowed
the transition to computer clusters, followed by PC-level processors
and, nowadays, DSPs and FPGAs. The creation and refinement of
specialized algorithms were also critical for the digital RTS of large
networks and systems with fast transients, such as power electronics
converters with switching frequencies of the order of tens of kHz.

With an accurate enough simulated model, real hardware
such as protective devices, controllers, electrical machines, etc., can
be tested in a closed-loop with the simulated system instead of the
real one, provided the means to realize the connections (DACs /
ADCs / amplifiers). This testing configuration is termed hardware-
in-the-loop (HIL) and presents several advantages [1]:

e Hardware testing earlier in the design process, in the case the
real system is not yet available;

e Significant reduction of costs involved with the testing, espe-
cially if the real system demands expensive resources to operate;

e Modifications to the real system usually require physical changes,
which may be difficult, dangerous and resource consuming. Mod-
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ifications in the simulated system are relatively fast and trivial,
and some can even be done on the fly;

e Critical design flaws in the hardware under test do not translate
to risks to the real system, resulting in a safer environment
for both equipment and personnel. This extra safety allows,
for example, the preview of controller behavior under extreme
system conditions, such as failures and above ratings operation.

HIL testing has been used for over two decades in the develop-
ment of car electronic control units (ECU) [3, 4] and in recent years
expanded to many areas such as wind power [5], aircraft control
[6], microgrids [7], etc. In light of recent trends and the potential
improvements brought to power electronics research activities, it was
acquired for INEP! (Instituto de Eletronica de Poténcia — Power
Electronics Institute) a state of the art RTS system from the Canada-
based company and market leader OPAL-RT. The OP5700 is an x86
and FPGA based computer that runs a real-time Linux OS. It features
multiple I/O modules for HIL testing and a software package with
RTS specialized algorithms that run on top of a Simulink Simscape
Power Systems basis.

One of the main objectives of this master’s thesis is the
evaluation of OP5700’s speed, accuracy and limitations in order to
create reference material for future INEP works, or other interested
parties. Seeking the presentation of a fairer and richer analysis, a
study on general purpose electric circuit simulation theory and on
OPAL-RT’s implemented methods was initially conducted; part of the
theory is presented herein and aims to provide a concise introductory
view for nonspecialists in the area — the other objective of this work.

Chapter 1 presents some graph theory definitions, which are
the key to the translation of circuit topologies (the geometry) to a
form computers can easily work with, i.e., matrices. In addition to
geometry information, the physical voltage-current (V-I) characteris-
tics of the circuit elements also must be converted to a mathematical
model for a complete analysis. Most circuit simulation softwares

1 A research laboratory installed at UFSC’s Technological Center.
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today use a variation of the State Variable Analysis and/or the
Nodal Analysis, which are outlined in Chapters 2 and 3, respec-
tively. Chapter 4 initially shows some important characteristics of
RTS’s and then presents a description of OPAL-RT’s system and
its implemented strategies to achieve real-time operation with small
enough time-steps. Finally, in Chapter 5, the results of several tests
performed to evaluate OPAL-RT’s simulation system and specialized
methods, including speed, accuracy and HIL operation are reported
and commented.
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NETWORK TOPOLOGY

A complete electrical network description requires two sets
of information: the list of elements, and how they are interconnected.
The physical properties of an element are a key part to determine
the voltages and currents of the circuit. However, there are a set of
rules that are independent of the elements contained in the network,
being defined only by the geometrical configuration: Kirchhoft’s
Current Law (KCL) and Voltage Law (KVL). Those laws and other
properties related to the interconnections are studied by network
topology, which is a topic in a branch of mathematics called graph
theory. This chapter presents some graph concepts relevant to the
construction of computer-aided electric circuit simulation methods.
The present and the two following chapters of this master’s thesis are
thoroughly based on references (8, 9, 10, 11, 12, 13, 14, 15|, which
share much of the information presented and will not be repeatedly
cited to maintain readability.
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1.1 TERMINOLOGY

Two electrical circuits can be seen in Figure 1.1. They are
composed of different elements, but their geometry is equivalent.
FEach element in them may be represented by a line segment called
a branch. The point at which different branches meet, i.e., the
connection point, is called a node. In this work, nodes are enumerated
in the form @, while -N- represents branch numbers.

AN —nn
R, L

I(D = <Ry
Ty "
5 L

E=— D SR

Figure 1.1 — Different circuits with the same geometry.

A graph is the structure formed by the interconnection of
nodes and branches. Since their topology is the same, a single ori-
ented graph representation of both presented circuits is constructed
and shown in Figure 1.2. This graph is oriented because each branch
has a direction set by an arrow, which is used to define a reference
for the analysis of voltages and currents in the elements: the branch
current direction agrees with the arrow, which points to the negative
voltage sign. Any group of nodes and branches of a graph, with at
least one node included, is called a subgraph.

A path is a set of branches that connect two terminal
nodes and satisfy three conditions: (a) consecutive branches b; and
bi+1 have one common node; (b) two and only two branches of the
sequence are incident at each non-terminal node; (c) only one branch
is incident at terminal nodes. For example, in Figure 1.2 the branches
-1-, -2- and -3- form a path from @ to @ Branch -4- is also a path
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N O N ©)

Figure 1.2 — Example oriented graph representation.

between those nodes. However, the sequence -1-, -2-, -5-, -4- is not a
path because it breaks rule (c).

Figure 1.3 — Unconnected graph.

A graph is connected if there is at least one path between
any two nodes. Figure 1.3 shows an unconnected graph composed
of the connected subgraphs Gg; and Ggs. A loop is a closed path
formed when terminal nodes coincide, i.e., there is only one terminal
node. Branches -1-, -2-, -3- and -4- in Figure 1.2 constitute a loop,
as well as the branches -1-, -2- and -3- in Figure 1.3.

A tree is a connected subgraph of a connected graph that
contains every node, and has no loops. Some of the possible trees of
the graph in Figure 1.4 are the ones formed by the branch sets (-1-,
-2--5-) and (-3-, -4-, -5-). The branches of a graph included in a tree
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are called twigs, while the remaining branches (low opacity in the
example figure) are called links and form the cotree.

® 2 @ ) @

@ 5 © @ 5 ®

Figure 1.4 — Graph trees.

It can be shown that for any connected graph with n+1
nodes, the number of twigs is n. A very useful consequence is that if
n branches of a graph G with n+1 nodes are selected and no loop is
formed, the resulting branch set is a tree of G.

O L @ 3 G

“1-A ®\ ~ Y-4-
-T- \_8_
Y-10- ]
{ 7K
® + ©_-° O
O L @ 5 @
Y -9-
-1-A @ Y -4-
_7-
Y-10-

Figure 1.5 — Proper cuts.
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Another important definition is the graph cut. By removing
specific branches, a graph is disconnected and split into two or more
subgraphs. If the branches selected split the graph into exactly two
connected subgraphs with at least one node, and the restoration of
any of those branches reconnects the graph, a proper cut is defined
(Figure 1.5). Incorrect cuts can be seen in Figure 1.6: the first cut
results in three subgraphs, while the second cut includes branch -7-,
which is not connected to node (1) (the graph stays unconnected
upon its restoration). Branches of a proper cut form a cutset.

O, . @ 53 6

| |
I| Yo ,I
-1-A \ @ | Y -4-
-7~ 8-
\ Y-10- /
\\ { { II
® ¢ 66 Y
\
® o @ 4
\ \> <
\
N Y -9-
-1-1\\ \ @ Y-4-
-7- S _&-
\ g Y-10-
\/‘ <l

Figure 1.6 — Incorrect cuts.

A cut may be oriented by choosing a direction from one
subgraph to the other. In Figure 1.7 the cut is oriented from the
inner subgraph to the outer subgraph, as the arrow crossing the cut
indicates. Furthermore, cutset branches have a direction relative to
the cut. For instance, branch -10- has the same direction as the cut,
while -7-, -8- and -9- have opposite directions.
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O L @ 3 G
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Figure 1.7 — Oriented cut.

1.2 THE INCIDENCE MATRIX

The KCL states that, in an instant of time t, at a node @
of an electrical circuit, the algebraic sum of the currents flowing into
@ is equal to the sum of the currents flowing out of @ That is:

by
> ig(t) =0 (1.1)
k=1

where by is the number of branches connected to the node @

A more general equation, which comprises every node of a
circuit is presented next. If a set of coefficients aji, where j corre-
sponds to one of the n+ 1 nodes of the circuit and k to one of the
by branches, are determined using the following convention:

e if branch k is incident at node j and its direction is leaving the
node, aj = 1;

e if branch k is not incident at node j, aj; = 0;

e if branch k is incident at node j and it is directed towards the

node, a;p = —1;

KCL equations may be then written as
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Considering the graph of Figure 1.2, the expanded form of
(1.2) is:
aiiil + aiziz + ai3iz + aiqiqg +aisis =0
a2111 + gl + a2313 + ag4i4 + agsis =0 (13)
az1i1 + a3zl + azziz + aszais +azsis =0 .

a41%1 + Q4212 + a4313 + 4474 + ag51i5 =0

Substituting the coefficients in accordance to the convention:

(=1)ir+ (+1)ia+ (0)is+ (0)ig+ (0)i5 =0
(0)i1 + (=1)ig+ (+1)ig+ (0)ig+ (+1)i5 =0 (1.4)
(0)ir+ (0)izg+(—1)is+ (+1)is+ (0)i5=0

(+1)i1+ (0)ig+ (0)iz+ (—1)ig+(—1)i5=0

By further simplifying, it becomes evident those are the KCL equa-
tions written in the usual form:

—t1+i2=0

o — g —i5 = 0 3
13—14=0

—i1+ig4+15=0

The a;; coefficients may be grouped inside a (n+1) xb
matrix called the complete node-to-branch incidence matrix
(Ag), which describes how the branches are connected to the nodes
of the circuit, i.e., its geometry. The “complete” word means all
the nodes are contained in it. If a vector ¢ consists of every branch
current, Equation 1.2 may be simply written as:

Agi=0 (1.6)

The A, matrix of the previous example is:

A, = (1.7)

1 0 0 -1 -1
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A branch, by definition, connects only two nodes of the
circuit. Therefore, each column of the A, matrix will contain exactly
one +1 element, one —1 element and n — 1 zero elements. Since the
sum of every row, column by column, results in a row of zeros, at
least one of the rows of A4 is not linearly independent. In other
words, Ag contains redundant information. By removing one row of
A,, the n x b reduced node-to-branch incidence matrix! (A)
is obtained. It can be shown [9] that this matrix is non-singular
by proving its rank? is n, the number of rows. Consequently, the
equation

Ai=0 (1.8)

describes the maximum set of independent KCL equations.

1.3 LOOP MATRIX

The KVL states that in an instant of time, the algebraic
sum of the branch voltages in each loop of a circuit equals zero, i.e.,

by
> we(t) =0 1=1,2,....m (1.9)
k=1

where b; is the number of branches of loop [, and n; is the total
number of loops.

The sign of each branch voltage in Equation 1.9 is relative
to a chosen loop orientation. In Figure 1.8 branches -1-, -4- and -5-
are part of loop [; and their directions oppose l1’s direction, while
branches -1-, -2- and -3- are in loop [ with matching directions.
Considering the following convention:

e if branch k is in loop j and their directions match, bjr = +1
e if branch k is not in loop j, bjr =0

e if branch k is in loop j and their directions oppose, bj, = —1

Referred to, in this work, simply as the incidence matrix.

2 The order of the largest non-singular square submatrix.
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KVL equations may be written as:

b
> bjrvp =0 1=1,2,...,m (1.10)
k=1

The coefficients b;, constitute the n; x b complete loop
matrix B,. Equation 1.10 can be written in matrix form as

Bav=0 v=1[vy v ... )7 (1.11)
O 5 ©
A / 1) Y-3-
®

@ > ®

Figure 1.8 — Oriented loops.

Although only two loops (I; and l2) are shown in the graph
of Figure 1.8, branches -2-, -3-, -4- and -5- form another loop, thus n;
= 3. This extra loop, however, doesn’t add new information because
its KVL equation is a linear combination of the KVL equations of
l1 and ls. Even for a relatively small network n; can be a very large
number, which means it is necessary to ignore redundant equations
for an efficient calculation.

It is possible to find only independent KVL equations with
the aid of a tree. A fundamental loop is the one formed by the
combination of one or more twigs and a single link. In a graph
with n+ 1 nodes and b branches, there are n twigs and b —n links;
therefore b — n is the number of fundamental loops. The direction of
each fundamental loop agrees with that of the originating link.

The fundamental loop matrix B is a submatrix of Bg
which contains only fundamental loops. For the case of Figure 1.8, if



44 Chapter 1. Network topology

the tree formed by (-2-, -3-, -4-) is chosen,

1 1 011 o0
B:[_ 1§0 ] (1.12)

The order in B is [BT 'B L} (twigs first; links last), which is
an useful way of ordering branch columns of topological matrices, as it
will be seen later. It should be clear from the manner B is constructed
(a single link per row) that, by using this order, it may be always
be partitioned as | By | U}, where U is the identity (unit) matrix.
The presence of pro{/es the rows of B are linearly independent.
Furthermore, it can be shown that any loop of B, added to B is a
linear combination of the latter’s rows [8]. Bv = 0 hence corresponds
to the maximum set of independent KVL equations.

1.4 CUTSET MATRIX

A more general form of the KCL may be written as: at an
instant of time, the algebraic sum of all currents through a cutset,
from one subgraph to the other, is zero. This form is more general
because each equation can include branches incident at different
nodes, while the usual KCL equations include only the branches
incident at a single node.

Given a graph with n. possible oriented cutsets, the n. x b
complete cutset matrix D, is defined as:

Do = [dy] (1.13)

where

e if branch £ is in cutset j and their directions match, d; = +1;

e if branch k is not in cutset j, dj; = 0;

e if branch k is in cutset j and their directions oppose, dj; = —1.
Like the complete loop matrix, the complete cutset matrix

comprises linearly dependent rows. By choosing a tree, a fundamen-
tal cutset matrix D can be constructed. Each twig together with a
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combination of links generates a fundamental cutset. The orientation
of each cutset agrees with the originating twig. Since there are n
twigs in a connected graph with n+ 1 nodes, there are n fundamental
cutsets. As an example, Figure 1.9 shows the fundamental cutsets

for the arbitrarily chosen tree (-2-, -3-, -4-). The fundamental cutset

)

matrix in this case is

®

1 0 0!l-1 1
|
D=0 1 0]-1 1 (1.14)
|
0 0 1] 0 -1

It should be clear from the way D is constructed (a single
twig per row) that, by using the branch column ordering of (1.14),

it may be always be partitioned as {U } DLJ. It is obvious from
the presence of U that the rows of D are

inearly independent.
Furthermore, it can be shown that any extra cutset added to D is a
linear combination of its rows [8]. Therefore, Di = 0 corresponds to
the maximum set of independent KCL equations.

1.5, BRANCH VARIABLES CORRELATIONS

This section introduces some very useful and simple equations
that arise from the constraints imposed by Kirchoff’s laws. Consider
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the following partitions given a tree:

where the identity matrices subscripts  =b—n and § = n indicate
their size. If the branch columns of B and D are arranged in the same
order, it is possible to establish the following relationship between
link and twig voltages:

| vr

Bv=0=|Br | Ug| |-—-| = Bror+uvL (1.15)
vL

vr = —BT’UT (1.16)

A similar expression can be found for twig and link currents:

, ‘ ir| .
Di=0= [U(; | DL] —| =ir+Dyrir (1.17)
ir
ir— —Drir (1.18)

Furthermore, the following relationships between topological
matrices are all valid (proof can be found on [8]):

B,A, =0 A.B,'=0

B,A'=0 AB, =0
BA'=0 AB'=0

. . (1.19)
B,D,'=0 D,B,'=0
BD!'=0 DB'=0
D,B'=0

Voltage loop and cutset matrices may be easily converted one to the
other:

DBt = [U,; | DL} [BT | Uﬂr —Br'+Dp=0 (1.20)
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‘ BT = —DLt or DL = —BTt ‘ (1.21)

The currents in all branches are expressible in terms of link
currents with the help of Equation 1.18 and Equation 1.21:

iT —DLiL —DL BTt
i |2 = | R e i = || g (1.22)
. Ug

(1.23)

In the same manner, branch voltages can be expressed in

terms of twig voltages by using Equations 1.16 and 1.21:

vrT vr Us Us
v=\|--- = |---——— = |-—-—- Vr = |——7| VT (124)
vr, —BT'UT —BT DLt
v = Dt’UT (1'25)

1.6 COMPUTER GENERATION OF THE TOPOLOGICAL MA-
TRICES

Finding a tree of a given graph by visual inspection and after-
wards the B and D matrices is often a trivial job, but developing a
computer program that does it automatically and in an efficient way
can be a complex task. The formulation of the A, matrix though
is usually direct and based on the user input, which must contain
the following triplet for each branch: a branch identifier, the node
where the branch starts, and the node where it ends. This can be
exemplified in the form of a PSIM netlist (also called a connection
table). The following line was added to a model netlist after the
placement of a resistor (visually) in a circuit:

R Rout 1 2 10 0
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It translates to: a resistor element named Rout connects node
@ to node (2), is directed from (1) to (2) , has a 10 Q resistance and
its current measurement is deactivated. Therefore, a branch column
of the A, matrix identified by Rout, has a —1 element in node (1)’s
row, a +1 element in node (2)’s row, and zeros filling the remaining
rows. The incidence matrix A is obtained when a reference (also
called mass or datum) node is selected and its corresponding row is
removed from A,.

1.6.1 Finding a tree

The presented method for the selection of a tree is based on
the following theorem: a set of n branches of a graph with n+1 nodes
form a tree if and only if the corresponding n columns of the matriz
A are linearly independent |9)].

Equation 1.26 shows a hypothetical incidence matrix already
reduced to a row echelon form; Equation 1.27 is obtained after reorder-
ing branch columns. It is easy to see, considering the aforementioned
theorem, branches -1-, -2-, -3-, -5- and -7- are twigs. The computer
program therefore must write the matrix A in a row echelon form
(Gaussian elimination); the resulting columns with the number 1
as the pivot are linearly independent and thus the corresponding
branches are selected as the twigs.

1 0 0 -1 1 -1 0
0 1 -1 0 0 1 0

A=|l0 0 1 1 1 1 0 (1.26)
O 0 0 0 1 -1 0
o 0 0 0 0 0 1

1 0 0 1 O0}-1 -1
0 1 -1 0 o0/ 0 1
A=|0 0 1 1 0! 1 1 (1.27)
o 0 0 1 o0/ 0 -1
(0 0 0 0 1, 0 O]
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1.6.2 Generating the loop and cutset matrices

Once a tree has been determined, B and D can be calculated.
Starting with the relation AB? = 0:

t | T
AB'=0=|Ar | Ap| |--—-| = ArBr'+ AL (1.28)
1 Uﬂ
Thus,
BTt = —AT_lAL (1.29)

Substituting in Equation 1.21:

Dy, :ATilAL (130)

Hence, D can be equated to

D= [U(; | DL} —Ap! [AT | AL} — A7 'A (1.31)

Finally,
B= [BT | Uﬂ] - {—DLt | Uﬁ} (1.32)

The cutset matrix thus may be found from the incidence
matrix and afterwards the cutset links submatrix can be used to
calculate the voltage loop matrix. However, in order to calculate
(1.31) directly, the inversion of Az must be performed. This can
be very inefficient because matrix inversions are computationally
intensive for large sizes. An alternative route is shown next, employing
elementary matrices. An elementary matrix is any matrix obtained
after a single elementary row operation is performed on the identity
matrix. The following theorems on elementary matrices are valid [8]:

FEvery elementary matriz has an inverse, which is also ele-
mentary.

To perform an elementary row operation on a matriz Q,
calculate the product €Q, where € is the elementary matrixz obtained
by performing the intended row operation on the identity matrix.
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For example, consider the following generic @ matrix:

= O N
S = W

1 4
Q=1 0 (1.33)
0 1

If the intended elementary operation is to add 2 times the
third row of @ to the first, the operation can be done on the U
matrix, resulting in e:

1 0 2
e=10 1 0 (1.34)
0 01
and then the € matrix is multiplied by Q

eQ =

O = =
= O
S = W

6
0 (1.35)
1

Furthermore @ is a nonsingular square matrix, there is
always a sequence of m elementary row operations that reduce Q to
the identity, i.e.:

€Em€Em—1..-€36261Q =U (1.36)

Q ' =€mem_1...€3€62€1 (1.37)
Finally, since €, matrices are square and nonsingular:

Q=ce,l ...e5'erter’ (1.38)
According to Equation 1.38, any nonsingular matrix can be
expressed as the product of elementary matrices. Therefore, as Ap
is nonsingular, the matrix inversion in Equation 1.31 can be written

as:
A.Ti1 = €m€m—1..- E3E2€1 (139)
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and considering
D=Ar"'"A=¢€n€pm_1...€36261 A (1.40)

it becomes clear the cutset matrix may be obtained by performing
a sequence of elementary row operations on the incidence matrix.
The last step is to determine those operations. As it was previously
shown, cutset and incidence matrices may be partitioned as:

D=[Us | Dy A=[Ar | AL] (1.41)

The elementary operations required are those that convert

Ar to Ug or — since the size of Us and A7 is n — simply to the
identity:

emem_l...egezelAT =U (1.42)

1.7 CHAPTER REVIEW

e Kirchoff’s Current and Voltage laws are applied directly to the
geometry of circuits and are thus valid independently of the
characteristics of the circuit elements;

e This geometry can be represented in graph form and studied
accordingly;

e Independent KVL equations can be obtained from the funda-
mental loop matrix B and KCL equations from the incidence
A and fundamental cutset D matrices;

e A computer can automatically generate the topological matrices
with this sequence of operations:

1) Read the user input, convert it to A4 and eliminate the
row corresponding to the reference node;
2) Obtain the tree by reducing A to a row echelon form;

3) Perform a sequence of elementary operations on A to
convert A to U — the resulting matrix is D;

4) Finally, use the relation By = Dr! to obtain B.
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STATE VARIABLE ANALYSIS

Prior to the appearance of the numerical integration substi-
tution in nodal methods, the State Variable Analysis (SVA) — also
called State-Space Analysis — was the most common technique. Since
the SVA is especially powerful for modeling control systems, it was
implemented as the core method in MATLAB Simulink, one of the
most proeminent simulation softwares. This results in a seamless in-
tegration between power and control model parts when the Simscape
Power Systems (SPS) toolbox is used for power systems or power
electronics simulations [16].

In the SVA the entire network is initially represented by a
set of first order differential equations in state-space form, which
are then solved by numerical integration. Since the equations are
defined before the discretization process!, the use of variable step
length integration is facilitated as well as step synchronization with
the switching instants, eliminating possible spikes in the waveforms
due to numerical oscillations [15]. On the other hand, the automatic
formulation of the system matrices and equations is very complex
and must be done for every topological change, rendering the process
slow for a high number of switching components.

1 If desirable, the state-space equations can be discretized.
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The computational load may be reduced by separating the
system into constant and frequently switching parts and using volt-
age and current sources to interface them. Another solution is the
pre-calculation of the SVA matrices of every possible topological
state. This method however has a significant drawback: the required
memory grows exponentially with the number of switches [17]; this
is the case, for example, of the PLECS simulation software.

This chapter initially presents an overview of the SVA and
some information about the automatic formulation of state equations.
Later, due to the fact that OPAL-RT uses SPS as the base of their
algorithms, some characteristics of modeling process used by SPS
are discussed.

2.1 STATE VARIABLES

Given an electrical network that allows its representation by
a system of linearly independent first-order differential equations,
a state-space form can be obtained with the proper rearrangement
and collection of the equations. State variables describe the complete
energy storage state of the network and, thus, can be used to obtain
desired outputs. The SVA equations are
&= Az + Bu
A . (2.1)
y=Cxz+ Du
where
u is a m x 1 vector containing the m inputs (independent sources)
y is a p x 1 vector containing p outputs (selected voltages/currents)
x is a n X 1 vector containing n independent state variables
@ contains the derivatives of the state variables
A, B, C and D are constant matrices (nxn, nxm, pxn, and
p X m, respectively)

The computer algorithm must build the SVA matrices and
solve the equations using a numerical integration method. A descrip-
tion of the usual solution methods is not in the scope of this master’s
thesis and can be found easily on the literature. Some examples are
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the iterative Adams-Moulton predictor-corrector, Runge-Kutta, and
matrix exponentials determination methods [8, 14].

A solution to the system exists if the number of state vari-
ables is equal to the number of independent energy-storage ele-
ments. Thus, the easy approach of finding the KCL/KVL equations
and selecting every capacitor voltage and inductor current as state
variables can be problematic. A loop formed only of capacitors and/or
voltage sources results in a state variable being a linear combination
of the others. Similarly, a dependent inductor current exists given a
cutset formed of inductors and current sources. The simulation pro-
gram therefore must be able to identify and select only independent
elements.

The dependency among branch currents is not always obvi-
ous because there may be intervening resistors or capacitors instead
of inductors connected directly to a node, which results in the ne-
cessity of complex algorithms for the identification.The closed-loop
capacitors dependency though may be solved in an easier way with
the transform method, described next.

2.1.1 Transform method

The transform method is based on the node transforma-
tion, a very useful relation among branch voltages and node voltages
of which a quick proof will be given next.

Proposition: The branch voltages v of a connected network
with n+1 nodes are related to the node-to-reference voltages v, by

v=Alv, (2.2)
where
U1r
vy = U?T (2.3)
o

Proof: Any of the nodes of a network may be chosen as a
reference node r. This node’s corresponding row is absent from the
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reduced incidence matrix A. There are only three different ways to
connect a branch k of the network:

1) From a node i to the reference node r;
2) From the reference node r to a node i;
3) From a node i to anode j (i £ j #r).
In case 1, there is only one non-zero element in the column

of A corresponding to branch k: a;; = 1. The k-th scalar equation of
(2.2) is this case

Vi = U4 (2.4)
which can be verified as the correct correlation. Case 2 denotes simply
the opposite direction, thus a;; = —1 and

Uk = _UiT (25)

For the third case, there will be two non-zero elements in
column k: a;; =1 and a;; = —1. The k-th scalar equation of (2.2) is:

Vg = Vir — Vjir (2.6)

which is also correct. Therefore, Equation 2.2 is valid for every
possibility. B

The change of state variables from capacitor voltages to
charge at nodes is an example of the transform method. It is basi-

cally a linear transformation that reduces the total number of state
variables. A simple loop of three capacitors is shown in Figure 2.1.

Capacitor voltages are chosen initially as state variables. The
equation relating them to the capacitor charges is:

a1 Ci 0 0 v
Q| = 0 CQ 0 (e (2.7)
q3 0 0 G5 |vg,
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vc1==C4 C3=="vc3

Figure 2.1 — Composite branch representation.
The incidence matrix of the circuit is:

A:F ! 0] (2.8)

Applying the node transformation discussed previously,

vey "

v, | = AT l “1 (2.9)
Up

(N

is obtained. Furthermore, the relation between node and capacitor
charges may be written as:

a1
lq“] = Alg (2.10)
The substitution of (2.7) and (2.9) into (2.10) yields

0 Cy 0|1 -1

c, 0 0][1 o0
l1 1 0] [va
0 0 C3lo 1

] (2.11)

Ub

Finally:

Ci1+Cy —CYy
—Cy  Cy+C3

”“] (2.12)

Ub
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It is evident that the number of state variables was reduced
from 3 to 2, in this case. There is an important restriction though
for the application of this method: all capacitor subnetworks must
be connected to the reference node. When the method is applied to
the example circuit shown in Figure 2.2, it generates the singular [C]
matrix of Equation 2.13, which means one independent equation is
missing. To circumvent this problem, an auxiliary fictitious capacitor
(Cauz) may be added to connect the subnetwork to the reference
node, generating the new [C] matrix of Equation 2.14. However,
since this new capacitor must be very small to avoid changing the
dynamics of the system in a significant way, a small time-step is
required for the integration routine to converge [14].

@ _ "WT ®

RS SRy

Figure 2.2 — Circuit unsolvable with the transform method.

I |

Caua: = VCaux 5 R, Ro 5

Figure 2.3 — Auxiliary capacitor added to produce a non-singular

[C].
|f]a]
b

S (2.14)

C+ Cous —C] [va]

Ub
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A more general formulation procedure, which inherently
avoids the selection of dependent elements as state variables, although
computationally intensive, will be discussed next.

2.2 AUTOMATIC SVA FORMULATION USING TOPOLOGICAL
MATRICES

Given an RLC network where no loops consist of only inde-
pendent voltage sources and no cutsets consist exclusively of inde-
pendent current sources (any practical circuit), a proper tree can
be always constructed. This special type of tree contains:

Every independent voltage source;

No independent current sources;
e As many capacitors as possible;

e As few inductors as possible.

By using the tree generation method discussed in Section
1.6.1 on an incidence matrix in which the chosen branch order satisfies
the conditions of a proper tree, the necessary independent variables
of the network can be found. Considering that order of preference
for the elements, and using the subscript t to identify twig elements
and [ for link elements, the vectors of voltages and currents may be

written as
VE¢ tEt
Vet iot
VRt TRt
VIt irt
v , i= (2.15)
v L
v i1
VR 1R
Ko Kl

where E identifies independent voltage sources and J, independent
current sources. The next step is generating the loop matrix from
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the proper tree. The general KVL matrix equation of the network
has the form [8]:

Et Ct Rt Lt Jl Ll Rl Cl

—FnT —FPnT —F5 T _F41T1UJZ 0o o0 O

—Fiu" —Fp” —Fp" —Fp" 0 Uy 00

—Fi3" —F” —FT 0 0 0 Um O

—Fyt -7 0 0 0 0 0 Ug
(2.16)

Bv= v=0

As established before, a proper tree must contain as many
capacitors as possible. They have to be left out only if they would
otherwise form a loop with other capacitors and voltage sources that
are already part of the tree (violating the tree definition). Therefore,
the fundamental loop corresponding to a link capacitor C; cannot
contain resistors or inductors, resulting in —F34T = —Fu" =o0.
Similarly, a resistor must be in the cotree only if it would otherwise
form a loop with capacitors, sources and resistors already chosen
as twigs; the fundamental loop constructed with a link resistor R;
therefore contains no inductors, accounting for —Fy3” = 0.

Using the relationship By = —D;T (Equation 1.21), the KCL
equations are found:

E, C; R L J L R
Ug, 0 0 O iFn Fyy Fi3 Fiy
0 U, 0 0 |F51 Fy Fyy F
Di— Ct \Fo1 Py Fys Fog | (2.17)
0 O Up O [F3 F3 F33 0

|
0 0 O Uy!Fy Fi, 0 0

By algebraically manipulating Equations 2.16 and 2.17 and
using the elements’ characteristic equations (e.g. v = Ryig:) with
vor and 27; chosen as state variables, it is possible to obtain the
explicit state space form [8]. The procedure is algebraically intensive
and yields the following equation:

o4 lvot] _ A0 |VE
dt | i, ;

+ BO VEt
L

5 (0) d |veo
By ' — 2.18
+ b1 p L 1 ( )

11 Ll
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where
M(O) _ Ct+F24ClF27:1 0
0 Ly — Fy "Ly — LyyFao+ Fio" Ly Fyo
(2.19)
A0) _ —FR'Fy” —Fo+ FsR'F33" Ry F
Fyl — F3 ' G 133G Fo3” ~F3"G 1 F3
(2.20)
BO _ —Fy3RFy3 —Fy + Foy3s R F33 " Ry Fyy
Fiol — F3 ' G 133G Fy3T ~F3'G1Fy
(2.21)
. —F, C F}, 0
B, = |t (2.22)
0 —Fyo" Ly Fy + Ly Fyy
and
G:Gt+F33GlF33T (2.23)
R=R;+ F33" Ry Fjs3 (2.24)
The multiplication of both sides of Equation 2.18 by [M 7]-1
yields

&= A%+ Bu+ Bu (2.25)

with & = [UCt ’L'Ll}T, u = [’UEt iJl]Ta and

B =M1 BO) (2.26)

Finally, by performing the following change of variables

z=%— Biu (2.27)
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the usual form (Equation 2.28) is obtained. The formulation of the
C and D matrices is trivial since they represent a combination of
state-variables and inputs to return the desired outputs.

& =Azx+(B+AB))u (2.28)

This formulation process is therefore powerful but involves
many matrix operations, and can be very demanding for large switch-
ing networks since different topological states have different sets of
state matrices which must be recalculated after a switching event. In
the next section it will be shown the modeling strategy adopted in
SPS and how the algorithms adapt the formulation process to deal
with switchings.

2.3 SIMSCAPE POWER SYSTEMS MODELING

The algorithms in an SPS simulation separate the linear
elements from the nonlinear ones into two different parts. A state-
space representation of the linear components is calculated, and
nonlinear components are modeled in the linear part as current
sources. The values of the current sources are determined by an
external model, which uses the nonlinear component voltages as
input. This can be viewed as a feedback loop between the outputs
and inputs of the state-space model [16]. Figure 2.4 depicts the

methodology.
\ gy Linear elements v, 1
Sources u y Outputs

State-space model

Nonlinear
elements

Figure 2.4 — Simscape Power Systems SVA modelling strategy.

Depending on the solving method chosen in the configu-
rations — continuous or discrete — and the component parameters,



2.8. Simscape Power Systems modeling 63

different switch models, and consequently formulation strategies, are
used. In the continuous method, which is appropriate for using a
variable time-step, if the switching component has an inductance
value the calculated current of the nonlinear part sets the value of
the linear current source, following the feedback method of Figure
2.4. This is exemplified in the diode representation of Figure 2.5.

________________

___________________________

or
(is =0) and (vp > Vg )
Switching logic

I A A g © Jin i g 4

Figure 2.5 — SPS diode model interpretation.

If Loy, =0, once a switching event is detected the topology is
changed and SVA matrices are recalculated?. Since the formulation
method described in the previous section is very demanding, it cannot
be used every time a switch changes its state. An implemented
adaptation, which was first shown in [18], reduces significantly the
computational effort and is detailed next.

Initially, the proper tree method is used to generate the
state-space matrices (Equation 2.29) of the whole linear system.

T = Agw+§0u

. . (2.29)
Y= C()(B + D()u

A new state-space representation is then created, as shown

2 This is always valid if a discrete solving method in chosen because Loy is then

automatically set to zero.
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in Figure 2.6. The pictured variables are described in (2.30) and
(2.31), and G, contains the switch conductances.

0 isw ”:sw 'Usw
Usr = (-7~ Ufp = [~7~ U= |--- Y= |"7"""" (230)
Win, 0 Win, Ymeas

G 01

(2.31)

sz:lo 0

where wug,. is the vector of sources and wuy;, is the feedback vector
(switch currents).

T
y:Coac+D0u é

Usr T = Aw + Busr Y
Yy = é’:c + ﬁusr

Figure 2.6 — SPS state equations recalculation strategy.

It can be seen from the block diagram that
U=Ug +Upp (2.32)
u=ug + Ky (2.33)
Substituting (2.33) in the second line of (2.29):

Y= C’Om+ﬁ0usr+ﬁ0szy (2.34)
y— Do Ky = Coz + Dous, (2.35)

Lastly, by defining
D; 2 (U—-DoK.,) " (2.36)
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the new output equation can be obtained:

where
¢ =D;Cy (2.38)
D =D;D, (2.39)

The next step is the determination of the state equation.
Substituting (2.33) in the first line of (2.29):

& = Aoz + Bo (usr + Ksupy) (2.40)
Then, substituting y with (2.37):
T = A0m+EOuST+EOsz(Cm+ﬁuST) (2.41)
Finally, the following definition
Bi 2 BoK., (2.42)
along with the reorganization of (2.41) yields
&= (Ag+B;C)x+ (Bo+ B;D)us, (2.43)

and the new state equation is thus found

& = Az + Bu,, (2.44)
where

A=Ay+B;C 2.45)

B :Bo—FBijj 2.46)

The extra steps needed for the reformulation of SVA equa-
tions due to switching are therefore simple:

1) Update Kgy,
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2) Calculate D; and B;
3) Calculate € and D
4) Calculate A and B

Since nonlinear components and the conductance modeled
switches are fed back as current sources at some point, they cannot
be placed in series with each other or current sources. Snubber
RC circuits can be used to overcome this problem, but the values
must be carefully chosen to avoid significant parasitic high-frequency
oscillations with the switch RL model, otherwise a reduction in the
time-step will ensue, degrading the speed of the simulation.

2.4 CHAPTER REVIEW

e A set of N first-order differential equations can be used to
describe an LTI system. The solution of the system of equations
depend on the existence of N independent initial conditions,
which are provided by energy storage elements in the case of
electric circuits. The set of equations can be manipulated into
a state-space representation.

e The state-space form contains a vector of derivatives. Since the
numerical solution involves a discretization process, a change
of time-step value can be done without overhead.

e Selecting every capacitor voltage and inductor current as state
variables can be problematic for there may be dependent re-
lations. Algorithms can be created for the identification and
elimination of dependent elements. A more direct although
computationally intensive approach has been presented. Fur-
thermore the formulations are only valid for analysis methods
based on linear RLC network representations.

e In SPS a linear state-space representation is formulated with the
proper tree method. Nonlinear V-I characteristics that include
an inductance are calculated separately and introduced in the
state-space equations as current source inputs. Switches can
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be modeled as varying resistance values if the SVA equations
are recalculated at each switching event, and in this case a
modification to the original equations is done in order to reduce
the needed computation.
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NODAL ANALYSIS

The nodal formulation is a derivation from the KCL. Origi-
nally, it resulted in integro-differential equations that were solved by
the Laplace transform, and therefore was significantly behind SVA
based methods, especially for calculating large-scale networks. Later,
the development of associated discrete models (also called companion
models) turned the nodal analysis into the most efficient method for
the simulation of large power systems |[8]. The discretized element
models can be constructed through the numerical substitution of
integrals obtained from the elements’ V-I characteristics.

The numerical solution normally depends on the history
(last known values) of the variables and, since a digital system is
able to store only “snapshots” of that history at definite time-steps,
instability due to truncation errors or poorly damped responses may
exist depending on the integration method used [19]. For example,
the Electromagnetic Transients Program (EMTP) [20] — probably
the most used power systems simulation software of the past decades
and responsible for the popularization of nodal methods — uses the
trapezoidal integration, which is A-stable!, but can generate numeric
oscillations.

1 Stable if the analytical solution also is.
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In this chapter, the nodal formulation for resistive networks,
which is appropriate for the use of associated discrete models, is
shown first. Next, the fundamental characteristics of the EMTP
method are discussed. Finally, the Modified Nodal Analysis (MNA)
[21], an evolution of the classic nodal analysis that solves some of its
limitations is presented.

3.1 BASIC NODAL METHOD FORMULATION

The nodal equations formulation process for linear resistive
networks will be shown next, based on [8]. A network branch —B—
may be represented by a composite form, as depicted in Figure 3.1,
where the element kg may be either a linear resistor or a voltage
controlled current source.

ipyip > i EROY

e i T "

Figure 3.1 — Composite branch representation.

Consider a network which consists of b composite branches
numbered from 1 to b and n+ 1 nodes from 0 to n, with node 0 used
as reference. The vectors of node-to-reference voltages and currents
are defined as

1 vy Eq
() U2 Es

[+
>
]

>
o
>

(3.1)

Oy Up Ey
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A

5 11 J1
so 2| gel|®| sel® (3.2)
i ) I
It follows that
b=v—FE (3.3)
1=i—J (3.4)

The independent KCL equations of this network are, accord-
ing to Equation 1.8,

S04

Ai=0 (3.5)

Substituting (3.4) into (3.5) yields
Ai=AJ (3.6)
Depending on the two-terminal element k present in a branch,
its V-I characteristics may be defined either by Equation 3.7 (if a

resistor) or by Equation 3.8 (if it is a current source controlled by a
vj voltage).

. Vg
= 3.7
i = 5 (3.7)
ik = gkjvj (38)

The characteristics of all branches of the network can there-
fore be expressed by

11 Y11 Y12 o Y| |1
12 Yo1 Y22 0 Yapl| | V2

= . . ) (3.9)
) Y21 Y22 o Yed Lup

or, in a compact form,
1 =Ypv (3.10)
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where
0, a#k .
’ 0, a#y
Yka = 1 or  Yka = { # . (3.11)
R7k7 a=k 9kj, =]
Substituting (3.3) and (3.6) into (3.10) yields
AYpo = A(J - E) (3.12)

Y is called the branch-admittance matrix. By applying
the node transformation presented in Section 2.1.1 to (3.12), a node-
to-reference format can be obtained:

b= Alv, (3.13)
(AY, AT v, = A(J - Y,E) (3.14)

Defining the node-admittance matrix Y.
Y, £ AY, AT (3.15)
and the equivalent nodal current source vector J,
J. 2 A(J-Y,E) (3.16)

the nodal equation — as it is commonly called — is obtained:
@

The network solution is completely and uniquely described
by (3.17). Every node voltage may be calculated with the aid of
Y, !, however Gaussian elimination or LU factorization are usually
performed to avoid the matrix inversion. A description of the solution
algorithms can be found in [8] and many other works. In the next
section, a method which derives suitable elements for the population
of the nodal equation matrices is shown.
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3.2 THE ELECTROMAGNETIC TRANSIENTS PROGRAM

The original EMTP method, published in 1969 by Hermann
W. Dommel [20], was developed with focus on the simulation of
transients in power systems. The involved element modeling combines
the method of characteristics and the trapezoidal rule. Each branch
element V-I characteristic equation is individually discretized and
then the resulting difference equations combined into a single system-
wide nodal equation. The discretization of the basic power system
elements is presented next.

3.2.1 Discretization of system elements

In Dommel’s method the continuous integrals of the dif-
ferential equations which describe the voltage/current relationship
of the elements are substituted by a numerical form based on the
trapezoidal rule. This form of approximation is illustrated on Figure
3.2.

Figure 3.2 — The trapezoidal integration approximation.

Ap = Az |:f(xi—1)2+ f(xi):| (3.18)

The integral of a function f(x) limited from z =a to x =b
can be approximated by the sum of the area of n trapezoids in the
following manner [22]:

b i
[ $@ide s SE o) 2 0) + o 2 ) + )] (319)

where Az = (b—a)/n and z; = a+ kAz.
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Discretization of a resistance:

The characteristic equation of a resistive element (Figure
3.3) is algebraic, thus the calculation is simple and the discretized
result is direct.

+Zk T(t) ,\}/z\l +
(0 (1)

Figure 3.3 — Resistance discretization.

Vg (t) — v (1)

= (3.20)

ik,m(t) =

Very small resistor values mean very large 1/R elements
present in the nodal-admittance matrix. This can result in poor so-
lution conditioning, considering the finite numerical precision. Some
computer programs have special treatments for admittance values
that cross certain thresholds to prevent such problems.

Discretization of an inductance:

The voltage across an inductor at the time ¢ is given by:

dir,(t)

ty=1L 21
on(t) =17 (321)

Therefore, for the case represented in Figure 3.4a:

dig m (t
ok (t) — v (t) = le’#() (3.22)
Solving for the current iy, ., (t):
) ¢

im(£) = k(6= A1)+ 7 / [on(®) —vm®]dt (323)

t—At



3.2. The Electromagnetic Transients Program 75

2L
: : oz a3
(a) (b)

Figure 3.4 — Inductance discretization.

The continuous integral is then substituted by the the trape-
zoidal rule discretized form:

ikm (t) = ig,m (L — Al)
(3.24)

Finally, reorganizing the elements according to the time
argument:

At

[0e(®) = vm ()] + Tem(t= A1) | (3.25)

where

T (t— At) = g (t— AL) + % [vk(t —At) — v (t— At)} (3.26)

is the portion that contains the history of the element, i.e., the values
at the previous time step. The equivalent circuit representation of
the final difference equation is illustrated in Figure 3.4b.

Discretization of a capacitance:
The differential equation for the capacitance of Figure 3.5a

d[vr(t) — vm(t)]
dt

| itm(t) =C (3.27)

or

1 t
oklt) —vm(t) = /t et =A) — v (1= A1) (329
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After the integration by the trapezoidal rule:

i (1) + i (= A8)]dt 4+ 0p (= AL) — vy (i — At)

Vg (t) —vm(t) = 50
(3.29)

bon(t) = 20 klt) — ()] + Tem(6— A1) (330)

where

Do (t— At) = — i (t — At) — %(i [0 (t — At) — v (t— AB)] (3.31)

I (t — AY)
inm(t) ¢ ik (1)
+ L + + +
v (%) U (1) vg (1) X U (1)
x = = 20 =

(a) (b)

Figure 3.5 — Capacitance discretization.
The equivalent circuit is illustrated in Figure 3.5b

Notice that the value of L and C' discretized models depend
on the time-step value. A change in the step length therefore demands
the recalculation of the admittance matrix, adding significant over-
head to the method. For that reason, nodal analysis based simulation
softwares usually work with fixed time-step values.

3.2.2 Distributed parameters line (DPL)

The parameters of a frequency independent lossless uniform
transmission line — inductance (L’) and capacitance (C”) per unit
length — are distributed evenly along the line. An arbitrary transmis-
sion line section is represented in Figure 3.6.
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Az

Figure 3.6 — Distributed parameters line section.

Applying KCL and KVL yields:

v(x+ Ax,t) :U(Sc,ﬂ—L,AI‘W (3.32)
. ) ;. ov(x,t)
i(z,t) =i(x+ Az, t)+ C' Ax 50 (3.33)
Reorganizing;:
vz +Ax,t) —v(z,t)  _di(x+Ax,t)
o =L = (3.34)
i(r+ Az, t) —i(z,t)  _,0v(x,t)
= == (3.35)

Taking the limit Ax — 0, i.e., for an infinitesimal line section

of §z length:

ov(z,t) 0i(x,t)

— et .
oz ot (3:36)
di(x,t) ,0v(w,t)
- (3.37)

The general solutions are [15]:
i(x,t) = fi(x —at) + fa(x +at) (3.38)
v(x,t) = Z f1(x —at) — Z fo(x + at) (3.39)

where Z = /L'/C" is the characteristic impedance and a =1/+/L’/C’
is the velocity of propagation of a wave along the line.
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The fi(x —at) and fa(z + at) components are physically
interpreted as waves traveling in opposite directions. After the mul-
tiplication of (3.38) by Z and the addition of the result to (3.39),
fa(x +at) is eliminated, resulting in:

v(x,t)+ Zi(x,t) = 2Z f1(x — at) (3.40)

If an observer is traveling with the wave along the trans-
mission line, (z — at) is constant, and therefore the left hand side of
(3.40) is also constant. Considering d the distance between terminals
m and k, the time taken for a wave to travel between the terminals
is

d
T===dVL'C' (3.41)
a

If the wave departures from terminal m at the time t—7
and arrives at k at the time ¢,

O (t = T) + Zig o (t = T) = 03 (t) + Zig 1 (t) = 0k (t) + Z(—ig,m) (1)

(3.42)
Hence:
. 1 1 ‘
ikm(t) = ka(t) _Evm(t_T> — Uk (t—T) (3.43)
Ik (t—T)
By analogy:
. 1 1 .
imk(t) = Evm(t)_ka(t_T) —ipm(t—T) (3.44)
Im (t—7)

Figure 3.7 illustrates the equivalent circuit of the lossless
line, in which the terminals are not directly connected. A ring buffer
stores a number of I} /I, values that depends on 7.
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Zk,m(t) Zm,k(t)
+ +
I, (t—T
vk (t) =) U (1)
Ik (t — ’7')

Figure 3.7 — Distributed parameters line dual Norton model.

3.2.3 Oscillations due to the trapezoidal integration

Oscillations are triggered when there are cutsets with only
current sources and inductors or loops with voltage sources and
capacitors. Consider a voltage source F that is connected in parallel
with a capacitor C when an ideal switch is closed. The current
through the capacitor is:

. _ dve

After the trapezoidal integration:

vt +At) = ve(t) + Q%t [ic(t)ﬂc(wm)} (3.46)
Rearranging:

. , 2C
%xr+Aw::—%xﬂ+~5¥@0@4wﬁw—mcuﬂ (3.47)

If ve(t) =0, ic(t) = 0 and the switch is closed at ¢+ At,

_2CE

ic(t+At) = —(0)+2C(B) - (0)] = ~ (3.48)

In the next and subsequent steps, vg = FE
. 2CFE 2CE
ic(t+2At) = — (At) +QC[(E) — (E)] =" AL (3.49)

A current oscillation defined by ic(t + At) = —ic(t) will
remain unless damped. The EMTP method considers switches as
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ideal, and thus compensation methods such as interpolation or the use
of different integration methods after switching events are required
to mitigate the problem. In modern simulation programs, snubbers
and switch resistances are used to damp the oscillations [23].

3.3 MODIFIED NODAL ANALYSIS

Two key disadvantages of the classic nodal/EMTP method
are: 1) every branch element must have an admittance representation,
which disallows, for example, ungrounded ideal voltage sources and
current-controlled elements, and 2) the absence of branch currents
as outputs of the nodal equation introduces extra inconvenience and
numerical errors for their acquisition. The Modified Nodal Analysis
(MNA) removes those limitations in a simple and straightforward
way while maintaining the advantages [24]. This refined method is
the basis of many programs, including SPICE [25], Multisim [26] and
EMTP-RV (in this case a further refined method called modified-
augmented nodal analysis), the modern version of the EMTP [24].

In the MNA, the vector of node voltages v,. is expanded to
include voltage source currents, controlling currents, and any branch
current desired as an output. The equivalent nodal current source
vector J, is also expanded, and can include ideal voltage sources.
The resulting expanded matrix equation is:

Y, B|[v.] [Jn
Ul = (3.50)
c p||1| |F
———
Y \2 J

It is convenient to analyze contributions to the formation of
(3.50) by each element separately. Given a “general node”, depicted in
Figure 3.8, a set of predefined “stamps” can be used to construct the
MNA equation. The stamps were derived on [21] with the Backward
Euler integration method (Equation 3.51) and are presented in Tables

3.1 through 3.5.
_ C
io(t) = 5 [vo(t) ~ v

v1(6) = 1 [i2(0) iy

(3.51)
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where At is the time-step and vy / i, are the previous time-
step values. Controlled voltage/current sources and other elements
such as operational amplifiers, transformers, gyrators, etc., have their
own stamps. A comprehensive list can be found on [13].

@

L @ Lot &
17 1

o ©® 6 O 6

Figure 3.8 — General node.

v U1 B J

i +1
1 1
Cl+1| -1 E

Current is output

Table 3.1 — Voltage source element F stamp.

J B/p J
i —J i +1
2 +J 2 —1
D +1 | +J
Current is not output Current is output

Table 3.2 — Current source element J stamp.
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5 U1 J v v |B/D J
il c| C N C ; 41
At| At AP
c| C C
3| |4+ — 3 -1
Arl A AP
c| C C
Cply || 1|+
YA A Al
Current is not output Current is output

Table 3.3 — Capacitance element C' stamp.

v | v v | v1 |B/D
i +G |-G i +1
41 -G | +G 4 -1

C/p|+a |-G | -1

Current is not output Current is output

Table 3.4 — Conductance element G stamp.

Vi V1 B/D J
1 —|—1
5 1
L L

Current is output

Table 3.5 — Inductance element L stamp.
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3.3.1 MNA formulation example

The circuit of Figure 3.9 is used to give an example of the
MNA equation formulation.

=:
S
=y

-

N
o

Figure 3.9 — MNA formulation example.

The current ip through resistor R is selected as an output
in this example, therefore the V' vector is defined as:

Vq
v=|" (3.52)
1Es
iR
The MNA equation
& & C
AL N 1 0 Va EUCP
& C C
-~ N 01 v | _ —ApVep + 15 (3.53)
1 0 0 O |igs Eq
0 £ 0 -1 |ig 0

was derived from the combination (sum) of the stamps of each element
in the example, which are detailed next.
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3.4 CHAPTER REVIEW

e Contrary to the SVA method, in nodal analysis methods the

discretization is performed before the system equation is for-

mulated.

e The use of variable step length adds overhead because the
admittance matrix needs to be reformulated with new element

discretizations.
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e The solution of nodal equations in each time-step is usually
faster than the SVA? because only relatively simple calculation
algorithms such as LU factorization are needed.

e Trapezoidal integration can create numeric oscillations, which
must be damped artificially. This is usually done with snubber
circuits or parasitic resistances.

e The classic nodal method has severe limitations, which were
overcome with the development of the MNA. There are many
modern commercial programs based on this method.

2 Except for discretized SVA equations.
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DIGITAL REAL-TIME SIMULATION

According to the IEEE Technical Committee on Real-Time
Systems (TCRTS) [27], a real-time system is defined as “a computing
system whose correct behavior depends not only on the value of the
computation but also on the time at which outputs are produced”. In
a real-time circuit simulation, the imposed timing constraints lead to
simulated voltages and currents with a dynamic equivalent to their
real system counterparts.

The elements of a simulation such as power converters, gener-
ators, protective devices, controllers, etc., may be entirely described
within the mathematical model. However, with the assistance of
proper DACs and ADCs, real electric hardware can be added as a
component of the RTS, characterizing the simulation mode termed
hardware-in-the-loop. The main test configurations of this mode are
summarized next [1]:

Real controller validation!. This scheme consists of a simu-
lated plant and a real controller added to the simulation loop (Figure

4.1). Tt is usual for a new controller to go through several cycles of
testing and redesign while connected directly to a real power stage
or prototype. The simulation of the power stage reduces cost, time

1 Sometimes referred to directly as HIL, or as "Controller HIL".



88 Chapter 4. Digital real-time simulation

- Plant

Sensor readings

Control signals

RTS COMPUTER CONTROLLER

Figure 4.1 — Real controller validation.

for assembly, needed human resources, wasted energy and physical
space. At the same time it protects the real equipment from controller
flaws and, consequently, provides a much higher level of safety to the
involved staff.

Power hardware-in-the-loop (PHIL). A HIL test normally
involves the exchange of low power signals between the computer
and the connected hardware. With the aid of a power amplifier which
feeds voltage and current sensor information back to the computer,
the devices under test can be expanded to electric motors, generators,
converters, etc. An example PHIL test is illustrated in Figure 4.2.

- Generator
- Control
- Drive <€ ———
- Rectifier Sensor readings
Signal Power
RTS COMPUTER POWER AMPLIFIER REAL MOTOR,

Figure 4.2 — Power hardware-in-the-loop example.
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Rapid control prototyping. In this structure, a real plant is

connected to a computer that simulates the controller in real-time
(Figure 4.3). A simulated controller is more flexible and easier to im-
plement and debug, since every state can be read and the parameters
can be altered on the fly. Furthermore, the required controller hard-
ware may not always be readily available for testing. The dSPACE
Prototyping System [28] is one example of such configuration.

- Control Sensor readings

Control signals

RTS COMPUTER REAL PLANT

Figure 4.3 — Rapid control prototyping.

A simulation which has no timing constraints and aims at the
fastest possible completion is usually referred to as an offline type
simulation [1, 29, 30]. This flexibility in task completion time allows
for high calculation precision and very detailed models, and is still
the appropriate approach for the accelerating long term simulations
or when very short time-steps are needed. RTS algorithms/models,
however, need to abdicate from some of that accuracy and demand
extra considerations to maintain synchronism. This chapter details
some of those different aspects and presents the methods implemented
by OPAL-RT in their system, studied in this master’s thesis.

4.1 TIME-STEP CONSTRAINTS

Figure 4.4 compares offline simulations to RT'S’s from a time
perspective. “Real world” time is represented by the ¢ axis, with a
Ts = tp4+1 — ty, value defining a real system output sampling period,
or the fixed time-step parameter defined in a simulation software.



90 Chapter 4. Digital real-time simulation

There are three main tasks (represented by f[n]) a program must
perform at each simulation time-step: 1) update the outputs with
the values calculated in the previous time-step, 2) read new inputs
and 3) calculate new outputs. In an offline type simulation, a new
time-step starts immediately after those tasks are finished, as pointed
by the red dashed lines. Figure 4.4a shows the case where the time
needed to perform the tasks exceeds T, resulting in a slower than
real-time simulation, while in Figure 4.4b the simulated circuit runs
faster than real-time.

fln] fln+1]

r b b,
n n+1 n -+ 2

(a) Slower than real-time offline simulation

fol | St [ fn+2 | fln+3)

T S R
n n+1 n—+2

(b) Faster than real-time offline simulation

M | | /| [fn+2)
| y o
n n+1 n+2
1 T 1 T |

(c) Real-time simulation

Figure 4.4 — RTS vs offline simulation.

In an RTS the computation of the outputs ends faster than
T, but unlike an offline simulation, the program doesn’t immediately
begin f[n+1] and instead remains idle until ¢,,41 is reached. Figure
4.4c portrays this case. During an RTS, if the computing time exceeds
T at a time-step, the synchronism with the real system is lost and
this event is known as an overrun. If the number of overruns in a
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simulation is significant and/or increasing, it cannot be trusted. RTS
softwares usually have a configurable acceptable number of overruns
before terminating the simulation.

Although variable time-step techniques exist to better deal
with impulsive events and non-linear systems, they are not currently
used in RTS algorithms. With a variable-time step, the computa-
tional load is severely decreased during lower frequency periods,
thus accelerating the completion of the simulation without losing
significant precision; this acceleration, however, is not intended in

an RTS.

The latencies involved in the x86 processors memory access
and serialized calculation characteristic, results in minimum time-
steps of around 10 ps with the simplest of the models [31], which
limits the highest frequencies to 5 kHz according to accurate power
electronics simulation guidelines [32] — too low for many applications
today. Although an FGPA has a lower clock speed than a modern x86
CPU, it is able to reach smaller time-steps with heavy parallelization.
This can be achieved with proper modeling techniques [29, 33|, and
results in minimum time-steps of around 100 ns.

4.2 EVENTS BETWEEN TIME-STEPS

The use of a discrete-time-step solver and A/D sampling in
RTS’s give rise to some problems. For example, a simple thyristor
circuit is shown on Figure 4.5. The switch is triggered at the peak
of the input voltage, however there is no guarantee that this event
will coincide with the start of a time-step. Figure 4.6 shows the
current waveforms of both an ideal circuit and one simulated with
a large time-step?. A difference can be seen in the interval between
input voltage peaks and subsequent time-steps, causing the simulated
circuit to read different values of input voltage during each of the
switching events depicted, therefore calculating significantly different
current outputs and producing unreal subharmonics. This deviation
from the real periodicity is known as jitter [1].

2 Although discrete, the simulated circuit waveform is presented ideally shaped for

better visibility and comprehension.
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(A L
Figure 4.5 — Jitter example - thyristor circuit.

== [deal current
== [nput voltage == Discrete current

L+ ¢+ + t t + ¢+ t t t 4+ + t t t 4 f 1
Time-steps

Figure 4.6 — Jitter example - waveforms.

4.3 PARALLEL PROCESSING

A distribution of the computational load between processors
and/or processor cores is at times crucial for reaching a small enough
time-step, especially when the simulated system is a large network.
In a true parallel processing method, at each time-step n the outputs
which are part of a subsystem are calculated without the need of x[n]
variables from another subsystem, i.e., the subsystems are decoupled.

The Bergeron model for distributed parameters lines pre-
sented in Chapter 3, for example, can be used to enable parallel
operation with the EMTP method. Equations 3.43 and 3.44 are

repeated for convenience:

1 1

ik,m (t) = Evk (t) - Z’Um(t - T) - im,k (t - T) (4'1)
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1 1

Z0m(®) = ZUk(t =7) = i (t =) (4.2)

Z'm,k(t) = 7

The calculation of the branch current at one side of the
transmission line thus depends on the present voltage on the same side
and past information (delayed by 7) about the voltage and current
at the other side. Since 7 =dv L'C’, the DPL parameters can be
chosen so 7 represents one time-step delay. Figure 4.7 illustrates the
splitting of a coupled network model into two decoupled subsystems
A and B by means of a DPL model.

system

ik,m(t) imLk (t)
DPL +t
Model vm_( )

Subsystem B

Figure 4.7 — Creation of decoupled subsystems by the addition of a
DPL interface.

This introduced delay generates errors, however, and may
even cause instabilities, therefore it is important to choose split-
ting points with approximately constant variables, such as inductor
currents or capacitor voltages [15]. Obviously if a transmission line
exists in the model, there are no introduced errors; this allows the
RTS of large power system networks to be fast and accurate. Since
in that case there is no instantaneous term that links variables in
one terminal to the other, the resulting admittance matrix has the
structure shown in (4.3), where Yy, are the admittance matrices of
each subsystem.
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Yo 0 0 O

0 Y2 0 0
Y = _ (4.3)
0 0 . 0

0 0 0 Y

4.4 OPAL-RT OP5700 RTS SYSTEM

As it was previously discussed, the real-time simulation of
complex switching electrical networks demands powerful processing
units and specialized algorithms. If the purpose of the RTS is the
realization of tests in a hardware-in-the-loop configuration, fast and
precise DACs and ADCs are also needed. Finally, if many different
kinds of circuits must be simulated, the software used to create the
models must be comprehensive, fast, and provide smooth integration
with the hardware.

The RTS system OPAL-RT OP5700 studied in this master’s
thesis aims to deliver the aforementioned attributes in a single pack-
age. In this section, an overview of the main hardware and software
aspects is given first, and thereafter the key algorithms implemented
by OPAL-RT to allow real-time operation, the Pejovic and State
space-nodal methods, as well as the RT-Events package, are pre-
sented with more detail.

4.4.1 Hardware specifications

The OP5700 is ultimately a x86 + FPGA system with in-
put/output and communication capabilities. The real-time operation
is enabled by an OPAL-RT modified Redhat Linux version. Figure
4.8 shows the front panel of the system. Its hardware consists of:

A X10DRL-I Supermicro motherboard;

32 GB of RAM,;

Two Intel Xeon E5 2.3 GHz processors with 16 cores each;

A Xilinx VC707 board which includes a Virtex 7 485T FPGA;
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An Oregano syn1588-PCle clock synchronization board;

A Softing CAN-AC2 board for Controller Area Network com-
munication;

16 small form-factor pluggable (SFP) transceiver ports;
4 OPAL-RT developed D/A 1/0 boards, one for each function.

oP5700

RCP/HIL FPGA-BASED REAL-TIME SIMULATOR

Figure 4.8 — OPAL-RT OP5700 RTS system - front view.

Optical /LVDS synchronization ports allow the interconnec-
tion of several OPAL-RT simulation systems for parallel operation.
The digital and analog 1/Os the system are controlled by the FPGA,
which receives signals from the interface boards. The main charac-
teristics of the available I/Os are summarized on Table 4.1.

The software packages responsible for the integration of all
the functionalities of the RTS system are:

e RT-LAB - A Java/Eclipse IDE based UI used to manage and
set parameters of OPAL-RT RTS systems, instruct them to
compile and load circuit models (which must be created with
Simulink), and change values of the simulation and observe
outputs on-the-fly.

e eMEGASIM - A Simulink toolbox which includes specialized
solvers for multi-CPU processing (ARTEMiS package) and the
RT-Events blockset;
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Inputs Outputs

Digital = Analog Digital Analog

Number 32 16 32 16

Voltage 4tob0V  £24V 5to 30V +16 V

Current 3,6 mA - 50 mA max 15 mA max

Rate 10 MSPS 500 KSPS 500 kHz 1 MSPS

Table 4.1 — Digital and analog I/0s

e e['PGASIM - A Simulink toolbox used to configure and load
models to the FPGA. Contains the eHS package, which allows
an user to run simulations on the FPGA without knowing
FPGA programming;

In the following subsections, the added Simulink packages
are further detailed along with their underlying algorithms.

4.4.2 Advanced Real-Time Electromagnetic Simulator

ARTEMIS is a Simulink package that consists of power sys-
tems models and solvers optimized for RTS. It enables the simulation
of a large electrical network with many switches by means of subdi-
viding it into smaller, decoupled groups. The mathematical method
implemented for this end is called the State Space-Nodal (SSN) solver.
The SSN is a method for interfacing state space equations and nodal
equations of an arbitrary topology, characterizing a hybrid approach
[17].

In Chapter 2 it was shown that the complexity and compu-
tational power required for the automatic formulation of the state
space equations grow rapidly with the increase of the number of
switches. The exponential characteristic of that growth makes the
SVA method inefficient for the real-time simulation of systems with
many switches. However, since every possible combination of switch
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states, and the resulting topologies, are known before runtime, a
precalculation of the system of equations is possible. The major
limitation, in this case, is the amount of system memory required,
which also grows exponentially.

The SSN method discretizes SVA equations from smaller
subsets of the circuit called “SSN groups”, which are user defined. A
limit of 15 switches per group is imposed to allow the pre-calculation
of the SVA matrices for each topological state. The results of each
group are then injected in a nodal admittance matrix that is smaller
than one representing the whole system would be. A description of
the SSN formulation based on [17] is now given. Starting with a
generic state-space system represented by Equation 4.4:

@ = Az + Bu
y=Cxz+Du (4.4)

Consider At the duration of the time-step; time point ¢
corresponds to the last calculated value and ¢+ At to the next value
(undergoing calculation). Applying the trapezoidal rule to discretize
the first equation of the system:

t+At
Tyar =T+ / [Ax + Bu)dr (4.5)
t
At~ ~ N A
mt+At = T + ? [Awt + Amt+At + B'U,t + But+At] (46)
T At = Az, +B [’ut + ut-i—At} (4.7)
where -1
~ A At A At
A= [U + AT} U- A2] (4.8)
_ . R -1
B= [BAt} [2U — AAt} (4.9)

Each switch state defines a different topology, therefore the
subscript k is used to indicate the matrices which correspond to the
k-eth topology.

Ty ar = Apmy + Brug + Brug oy (4.10)
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The u; o¢ sources are then subdivided into internal (known)
sources, represented by the subscript i, and external (unknown) nodal
injections, represented by the subscript e. Hence:

~ ~ - - u;
Tinr = ATy + Brug + [Bki Bke} [ ”*At} (4.11)
Ct+At
[yit+At1 _ [qkz‘| Tyons+ '?ku Pkie‘| [Uit+At] (4.12)
Yerpae Ck. Dy, Dy, Ueyy ¢

The substitution of (4.11) into the second row of (4.12)
yields:

y€t+At = ék’e (Akmt =+ Bkut + Bkl uit+At + Bke u€t+At)+
Dkeiuit+At+Dkeeu€t+At (4.13)

Rearranging;:

Yerint = éke (Akmt + Bkut + Bkz uit+At> + 'Dkei Wiy At +

hist
(Cr.By. + Dy..)

Wy

Ue,, ,, (4.14)

e

The “hist” term indicated in Equation 4.14 denotes the known
variables. In a compact form:

Yesne = Ykpisy T Wkeu6t+At (4.15)

The y. term is a generic response term, and it may represent
node voltages or current injections. In the case of current injections,
u, contains nodal voltages, Wi _ is an admittance matrix and in
Yk),.., are known currents. This is called a V-type SSN group in [17].
Similarly, if y. represents node voltages, u. has current injections,
W, is an impedance matrix and yy, . , has known node voltages.
This is an I-type SSN group. Equation 4.15 can be written as follows,
considering both group types:
lvgtMt] _ l’vkmst] [Wken Wierv ] rgt%t}

R = + v (4.16)
1 Thpias Wiovi Wivv| |v

Ct+ At Ct+ At
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To transform Equation 4.16 into a nodal representation
I =YV, the first line must be changed so all current vectors group
on the left side. The resulting equation after the manipulation is:

.7 I
r_‘e/u—m] =T r’kh”t +Y; v?}*“] (4.17)
zet+At zkh,ist Ct+ At
with
I‘k?e = [_Wkell_l U} (418)
and

Y, =

e

(4.19)

1 —1
Wiorr Wit Weov
Wivi Wiovv

Finally, the Y}, admittance matrix derived is inserted into
the global nodal admittance matrix, with its position determined by
the group nodes. The negative of the first part in the right hand side
of (4.17) contributes to the vector of known currents.

4.4.3 Electric hardware solver (eHS)

The eHS package enables the user to run circuit simulations
on the FPGA without the need of direct programming with languages
such as VHDL. Instead, algorithms automatically convert a model
constructed with SimPowerSystems® blocks to a set of matrices which
are then loaded into the FPGA and calculated using a nodal method
referenced by OPAL-RT as the Pejovic method, published on [34].
Using the original paper as basis, the key points of this method are
discussed next.

Some circuit simulators, such as SPICE, model switches by
a large resistor value when the switch is open (R,¢s) and a small
resistor value when it is closed (R,y), with a smooth transition
between R,, and R, ;. However, a recalculation of the admittance
matrix is necessary with the updated resistance values, as it is in
ideal switching based methods, which append or remove rows and
columns depending on the switching state.

3 Some PSIM, Multisim and PLECS versions are also supported.
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is[n‘—k 1]

+

w1 26 (i

Figure 4.9 — Discretized switch model.

Consider the discretized model of Figure 4.9, where n+ 1
represents the current time-step. The use of KCL results in:

isin+1] = Gevs[n+1] — js[n+1] (4.20)

The strategy of the Pejovic method is using the discretized
model with a constant G5, and working with the j; current source
value to define the switch state. This approach results in a constant
admittance matrix, which must be inverted a single time for the
entire simulation duration, or even before runtime — which boosts
the simulation speed and facilitates FPGA implementation. The jq
current sources from switch models enter the vector of independent
sources of the nodal equation.

If the simulation time-step T is small enough for the approx-
imations vs[n + 1] &~ vs[n| and is[n+ 1] = ig[n] to be valid, the ideal
switch characteristic can be obtained if the current source defined
by (4.21) is chosen.

—ig[n]  if the switch is closed at n+1 (4.21)

Gsvsn] if the switch is open at n+1

Js[n+1] :{

Errors (non-zero closed switch voltage and open switch cur-
rent) introduced by this approximation are defined by Equations
4.22 and 4.23. It may be shown that they converge if the rest of the
network is a stable LTT system with no time-varying sources.

vs[n+1]|s=1 = G (is[n+1] —is[n]) (4.22)
is[n+1]|s=0 = Gs(vs[n+ 1] —vg[n]) (4.23)
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It is evident from the equation of js[n+ 1] that this switch
model depends on values at the previous time-step, which suggests
an interpretation of the model as a discretization of an energy storage
element equation. An LTI capacitor C' is described by the equation
Cdvc(t)/dt =ic(t). Integrating:

v (t) = ve(0) + % /0 Yic(t)dt (4.24)

In discrete form:

1 t[n+1]
veln+1] =volnl + / el (4.95)
tin

If the Backward Euler method is used to approximate the
integral, the resulting equation is:

icn+1]= %vc[n—i— 1] — %vc[n] (4.26)

If C/T is a conductance G¢:

’ic[n + 1] = Geove {TL + 1] —Geove [n]

, (4.27)
=Geove[n+1]—joln+1]

After applying the same procedure to a LTI inductor described by
Ldir(t)/dt =vr(t), the final discrete equation obtained is

ip[n+1] :G'LUL[TH-H%-Z:L[H} (4.28)
=Grugn+1]—jrn+1]

where G, =T/L.

The comparison of (4.27) and (4.28) with (4.20) and (4.21)
confirms that the Pejovic switch model is analog to a discrete induc-
tance model when closed and to a discrete capacitance model when
open. The GG, parameter is constant, therefore:

c T

=Go=G =~ == 4.2
Gi=Goc=Gr=r5=7 (4.29)
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Equation 4.21 was obtained with Backward Euler integration,
but the LC interpretation implies that different numerical integration
methods can be applied to the energy storage element models with
the restriction that G, = Go = G5 to obtain valid switch models. As
an example, the following equations are the result of a trapezoidal
rule integration:

2C T
s pr— pr— 4.
G T = 3L (4.30)
. —ign| — Gsvgln| if closed switch at n+1
Jsin+1]=1¢ In] ] . ) (4.31)
is[n] +Gsvs[n]  if open switch at n+1

Finally, the paper investigates how to properly choose switch
conductance and time-step values. It is concluded that on-switch
instantaneous voltage errors reduce with a higher G5 and off-switch
instantaneous current errors are reduced with a lower Gy. Shorter
time-steps reduce the cumulative, i.e., steady-state errors introduced.
This will be experimentally verified in Chapter 5.

4.4.4 Real-time events blockset

As discussed in Section 4.2, events usually occur in-between
time steps and, thus, create errors and oscillations. The use of variable
time-step algorithms is one way to address this problem, but it is not
applicable in RT'S’s. The Real-time Events (RTE) blockset developed
by OPAL-RT aims to deliver much more precise calculations whilst
maintaining a fixed time-step value.

The RTE PWM block operation is shown in Figure 4.10 and
exemplifies one of the implemented strategies. The input values of
the block are scalars that define the PWM carrier frequency and the
duty-cycle. Considering a At CPU time-step value, the maximum
possible signal frequency is 1/2At. The RTE PWM block, however,
outputs a data type that consists of a pair of vectors with switching
instants and the corresponding states. This data can be converted
by the FPGA to a signal with the frequency determined by the total
number of events (eight in the example) and limited by the FPGA’s
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Frequency —|
RTE PWML——» PWM signal (RTE data type)

Duty-Cycle (d) —

0.75
0.50
0.25

-

!

CPU time-steps

—“+—

PWM signal

L.

CPU time-steps
Figure 4.10 — RTE data type.

smaller time-step. The update of the duty-cycle and frequency input
values can only be done at the start of CPU time-steps nonetheless.

As another example, the jitter problem previously mentioned
can be mitigated. An I/O card is able to acquire information at a
much higher rate than the simulation?, and therefore is able to detect
switching events faster. At the start of a new time-step, instead of
simply informing the CPU the last sampled value, the I/O card
transmits the detected events and their time of occurrence, allowing
RTE algorithms to add a compensation value, which is usually
calculated by averaging the pulses.

4 See Table 4.1
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4.5

CHAPTER REVIEW

The RTS of electric circuits, especially in a HIL configura-
tion, brings several advantages to a design process like safety,
flexibility and speed;

There are certain restrictions in an RTS that are not found in
an offline simulation, including the practical obligation to use a
fixed time-step method, which calculates impulsive signals with
lower precision and can create some problems such as jitter;

A method for the paralellization of the calculations is often
mandatory for a precise RTS of large systems;

The SSN is a hybrid method. It is able to solve — in parallel
— circuit subdivisions represented by discretized state-space
equations in order to reduce the size and complexity of the
system nodal equation;

Switches are modeled in the Pejovic method as discrete capac-
itances when off and inductances when on. This results in a
constant admittance matrix at the expense of numerical errors
during transitions;

A CPU simulation can only detect or create switching events
at the start of a new time-step. The RTE blockset applies
compensations to the generated signals due to this delay.
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EXPERIMENTAL RESULTS

In order to evaluate the accuracy and speed of the OP5700
real-time simulator and the implemented OPAL-RT algorithms
discussed in the previous chapter, multiple simulations were pre-
pared. Although the possibilities are practically endless, the studied
computer-aided circuit analysis theory helped with the determination
of concise and meaningful tests.

This chapter starts with an overview of a designed signal
conditioning board used in the HIL simulations. Next, an assessment
of the ARTEMIiS SSN solver performance gains is done for single
and multi-core CPU usage configurations. After that, an application
example of the RTE package is given. A practical analysis of the
Pejovic method limitations is then presented. Finally, some hardware-
in-the-loop simulations are shown to confirm the functionality.

Since each circuit has its particularities, the feasibility and
merits of its RT'S/HIL oriented model must be carefully assessed by
the engineer. At the end of this chapter, it is expected that the reader
acquired a notion of the minimum time-steps that are achievable
with each solver; of what type of simulations benefit the most from
OPAL-RT’s methods; of the magnitude of the introduced errors
and the circuit characteristics that cannot be accurately modeled
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because of those errors; and of the practicality and accuracy of HIL
simulations.
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5.1 SIGNAL CONDITIONING BOARD

The controller hardware used in HIL simulations is a Texas
Instruments F28069 LaunchPad DSC, which demanded the design
of an interface board!, shown in Figure 5.1, to allow the exchange
of signals with OP5700’s 1/Os. Although the routing arrangement
was chosen to match the F28377S DSC, there is almost full pin
compatibility with other LaunchPad DSC kits, which are the most
widespread digital control platforms employed at INEP.

Figure 5.1 — Signal conditioning board.

The PCB is powered by a 12V / 1 A power supply through a
standard 5.5 mm power jack. 5 V and 3.3 V power planes are supplied
by two linear regulators (12-5 V and 5-3.3 V). The planes feed 8-
bit dual supply bus transceivers, which are the interface between
OP5700’s digital I/Os and the DSC’s digital 1/Os, as illustrated in
Figure 5.2. A DIR (direction) bit defines which are the transceiver’s
input and output sides. OP5700’s analog outputs range from —16 to
+16 V, while the DSC’s ADC inputs support 0 to 3.3 V signals. The

1 Complete schematics and the PCB layout are available in Appendix A.
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12V
REG 3V
REG l_ 3.3V
.
DIR .....
8-bit
DSP Transceiver OP5700
0/1 I/0

Figure 5.2 — Conditioning of the digital channels.

circuit represented in Figure 5.3 provides the appropriate gain and
an extra layer of protection to the ADCs by means of an asymmetric
rail-to-rail op-amp output configuration. One bit of precision from the
internal DACs of OP5700’s analog outputs is forfeit, corresponding to
the negative voltage range. There is no overall precision loss however
since the DSC ADCs are 12-bit and OP5700’s output DACs are
16-bit.

33V
[e]
DSp
OP5700 ADC
Analog output - >_ AN T 33V

Figure 5.3 — Conditioning of the analog channels.

5.2 SSN PERFORMANCE

Nodal methods are theoretically faster than SVA based meth-
ods for calculating large switching networks. The simulation depicted
in Figure 5.4 was therefore performed to compare the SSN solver with
the standard Simscape Power Systems (SPS) discrete SVA solver in
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terms of calculation speed. Each SSN group included two rectifiers
and, thus, twelve diodes, adding to a total of 120 simulated switches.
The SPS solver ignores the partitioning and calculates the network
as a whole. It is interesting to add that without the group separation,
the discretization and preallocation of the state equation matrices
would require the absurd amount of 2.5x 1036
as reported by the SSN algorithm.

megabytes of memory,

Ideal source , N
S L
+
! ‘% é Cl R1 Vo
3¢ 3¢ a
Transformer —_— =
=
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— Cy RS 513 =
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Figure 5.4 — SSN speed test: parallel three-phase rectifiers.

Backward Euler integration with 20 us time-step was used,
and the total simulated time was set as 10 s. In the single CPU core
test, the SPS algorithm took 142 seconds to complete the simulation
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CPU core count

o

Figure 5.5 — SSN speed test: core count vs. simulation duration.
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against 31 seconds for the SSN; a significant 78% time reduction.
Moreover, considering the subdivision in 10 groups, an acceleration
was expected with the addition of up to 9 cores. As can be seen in
Figure 5.5 there was a saturation after 6 cores, however. This can be
explained either by imperfections in the algorithm or, most probably,
a point was reached where the nodal equation is accountable for
most of the calculation time. Regardless, with 6 cores the SSN solver
reduced the duration of the simulation to 18 seconds, approximately
an eighth of the SPS time.

5.3 SSN ACCURACY

The next step taken was confirming the simulation speed
gains didn’t signify major precision loss. For that end, the simulation
of the parallel rectifiers was performed again, but with a small 2 us
time-step and using the SPS solver. The intent was the creation of
accurate reference values, which are plotted in Figure 5.6.

== Reference output voltage (v,)

0 20 10 60 80 100
Time [ms]

Figure 5.6 — Rectifier 2 us time-step reference simulation.

Afterwards, the voltage calculation results of SPS and SSN
simulations with a ten times larger time-step were subtracted from
the reference values and the graphs of Figures 5.7 and 5.8 plotted. It
can be observed the numerical errors introduced by increasing the
time-step have similar magnitudes for both the SSN and the SPS
solvers.
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== SSN voltage error

Error [V]

-50 L

0 20 10 60 30 100
Time [ms]

Figure 5.7 — Rectifier 20 us SSN solver error.

== SPS voltage error

Error [V]

-505 %0 10 50 ) 100

Time [ms]

Figure 5.8 — Rectifier 20 us SPS solver error.

Another test following the same methodology was conducted
with a neutral-point clamped (NPC) inverter to observe and compare
the accuracy of the solvers considering forced switching elements. A
representation of the simulated circuit can be seen in Figure 5.12,
where E =200V and the in-phase disposition (IPD) [35] carrier-based
PWM modulating signal is a 30 Hz sine wave. A relatively small 1.5
kHz carrier frequency was used so precise enough gate signals could be
generated considering the 20 us time-step. Although a load current
with high harmonic distortion resulted, it is not relevant for the
intended comparison. Figure 5.9 shows the reference simulation load
current. The comparison of calculation errors presented in Figures
5.10 and 5.11 confirm the satisfactory SSN precision.
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== Reference load current (i)

30

— 15.

Current [A

-305 20 10 60 80 100
Time [ms]

Figure 5.9 — NPC 2 us time-step SPS reference simulation.

== SSN current error

0 20 10 60 80 100
Time [ms]

Figure 5.10 — NPC 20 us SSN solver error.

== SPS current error

0 20 10 60 80 100
Time [ms]

Figure 5.11 — NPC 20 us SPS solver error.
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Figure 5.12 — SSN accuracy test: single phase NPC inverter.

54 REAL TIME EVENTS

Figure 5.13 presents the simulation prepared to verify the
RTE toolbox effectiveness. A DSC is used to generate complementary
10 kHz SPWM gate signals to trigger the switches of a half-bridge

DSC FPGA CPU
SPWM Digital }
Input
) g1 g2
Y Y
Event
Detector = RTE model
S5

L R iprp

Sy

Figure 5.13 — RTE test: implemented model.
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inverter. The chosen time-step of the simulation is 10 us, which is too
large to sample the g; and g2 10 kHz signals appropriately; severe
errors in the RL load current igpg, generated by the standard SPS
bridge model, are thus expected.

The OP5700 FPGA card, however, is able to sample the
gate signals accurately given its 10 MSPS rate. An event detector
block inside the FPGA converts the g; and g2 pulses to data signals
gs and g4, which contain every state transition as well as time infor-
mation. The RTE bridge model interprets g3 and g4 and calculates
a compensated output voltage, which its turn generates the much
more accurate igpp current. The compensated output voltage of
the RTE model does not correspond to the one produced with an
adequate time-step, for there are not enough points to represent the
needed duty-cycle variations. Instead, sinusoidal components which
result from the averaging of the RTE-type pulses will be present, as
it can be seen on Figure 5.14.

250

== RTE bridge output voltage

10 60 80 100
Time [ms]

Figure 5.14 — Compensated output voltage of the RTE bridge model.

The load currents for the SPS and the RTE bridge models
can be observed in Figure 5.15. With the SPS bridge there are
significant errors, including jitter, while the RTE bridge produces a
smooth sinusoidal current. A zoom-in in the first peak is shown in
Figure 5.16 for extra detail and easier visualization of the magnitude
of the errors.
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Figure 5.15 — SPS model and RTE model load currents.
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Figure 5.16 — Zoomed-in first peak of the load currents.
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5.5 EHS - COMPUTATIONAL PERFORMANCE

The eHS package limits the number of switching components
in a model to 144, at the time of this writing. In order to test the
performance of the FPGA RTS with a large number of switches,
a Multilevel Modular Converter (MMC) model as shown on the
schematic of Figure 5.17 was prepared, which contains 120 switches
in total. Open-loop gate signals were generated in the CPU by
phase-shift modulation [35]. The parameters of the simulation are
summarized on Table 5.1.

Modulating frequency 60 Hz
Carrier frequency 1 kHz
Input voltage 10 kV
Load current amplitude | 300 A
FPGA time-step 1.25 ps
CPU time-step 10 ps

Table 5.1 — MMC model parameters

The chosen FPGA time-step was 1.25 us, the minimum
achievable for this model according to eHS automatic calculations.
With that value, the converter was simulated in real-time effectively
and without overruns. In order to measure the performance gain by
simulating on the FPGA, an equivalent SPS model was run on an
AMD Ryzen 7 1700X 3.4 GHz CPU and configured to a 1.25 us
time-step. A ratio of 14 seconds per simulation second was needed
by the CPU, while the FPGA in acceleration mode (offline type
simulation) was able to calculate each simulation second in half a
second.

Figure 5.18 shows the upper (CH1) and lower (CH2) arm
voltages of leg A (0.001 gain), as well as the difference between them,
which corresponds to the phase A voltage. As expected, the lack of a
strategy to balance capacitor voltages resulted in varying voltages for
each level. The unbalanced capacitor voltages in submodules SM1A
to SM4A can be seen in the CH1 to CH4 waveforms of Figure 5.19
(2 kV offset applied).
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Figure 5.17 — MMC model simulated by the FPGA.
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Figure 5.18 — MMC: Leg A top (blue) and down (red) arm voltages
and their difference (phase A voltage, turquoise).
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Figure 5.19 — MMC: capacitor voltages in submodules 1A (blue), 2A
(red), 3A (green) and 4A (pink).
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5.6 EHS - ACCURACY OF THE PEJOVIC METHOD

The Pejovic method, described in Section 4.4.3, is used on
the FPGA with the eHS package. In order to allow a preview of the
simulation in the user computer instead of the RTS system, OPAL-
RT made available a Simulink block called “eHS Offline Simulation”
which substitutes the default SPS algorithms with the Pejovic method.
Comparison tests between the output of simulations using the offline
block and the output of the RTS system were done in order to verify
the validity of the block.

= FPGA == cHS offline

0 0.1 0.2 0.3 0.4 0.5
Time [ms]

Figure 5.20 — eHS offline block validation: 1 us time-step.

== cHS offline

25 - - - -
0 0.1 0.2 0.3 0.4 0.5

Time [ms]

Figure 5.21 — eHS offline block validation: 250 ns time-step.
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The simulations consisted of random circuits and were done
for several values of time-step. Figures 5.20 and 5.21 show example
outputs (voltages) of 1 us and 250 ns time-step tests, and it can be
seen that — except for errors introduced by D/A conversions and
oscilloscope readings — the responses are equivalent. This correspon-
dence was observed in all the tests. The Offline Simulation block
was then used to evaluate the effect of the Pejovic method for the
accuracy of the results.

An open-loop buck converter simulation which used the
standard SPS solver and with a very small time-step (10 ns, for a
40 kHz switching frequency) was performed to be used as reference.
In Figure 5.22 the switch voltage waveform for G5 = 0.1 is plotted
over the reference waveform. Voltage peaks can be observed along
with a steady-state error. The effect of different G5 values on the
switch current and voltage errors can be seen in Figures 5.23 and
5.24. As specified in [34], increasing G results in a better switch
voltage representation whilst the current error grows.

== Reference = G, =0.1

70 T T T T
E 50 - v """"""" V """""
)
= 30 b
5]
= 10 b i

-10 L L L / :

0 16 32 48 64 80
Time [us]

Figure 5.22 — Switch voltage waveforms comparison: reference 10ns
time-step simulation vs eHS with 250ns time-step and
Gs = 0.1.

As it can be seen in Figure 5.22, the error spikes were very
significant — a 34% overvoltage at switch turn-off instants was present.
The settling time of the voltage was around 2.5 us, which equals
to 10 time-steps. This observed error magnitude suggested further
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Figure 5.23 — G4 parameter comparison: voltage error.
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Figure 5.24 — G5 parameter comparison: current error.

inspection was needed, especially regarding the propagation to filtered
outputs. Another battery of tests was thus prepared to visualize the
sensitivity of the calculation results to the alteration of several
parameters.

A buck converter simulation with the parameters shown
in Table 5.2 was first conducted. The output voltage of a buck
converter in continuous conduction mode is defined by v, = dv;;
initial parameter values were hence chosen so the correct converter
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gain was attained. Subsequently, new values of load resistance, switch
conductance and switching frequency were defined and the effect on
the output voltage measured. Continuous conduction operation was
guaranteed for every parameter change.

Switching frequency (fs) | 20 kHz
Input voltage 50 V
Duty-cycle (d) 0.1
Output voltage (v,) 5V
Load resistance (R,) 2Q
FPGA time-step 200 ns
Switch conductance (Gs) | 0.1 S

Table 5.2 — Pejovic method test: initial buck converter parameters

Tables 5.3a and 5.3b (where column e contains the percent
error in relation to the correct v, value) reveal that the output
voltage is heavily dependent on the load and switch conductance
values, following a proportional pattern. A good choice of G for the
buck converter thus have to take into consideration the expected
load current.

R, () | vo (V) | e (%)  Gs(S) | vo(V) | e (%)
0.5 4.5 10 0.05 4.7
1 4.7 6 0.075 4.9
2 5 - 0.1 ) -
3 5.1 2 0.15 5.2 4
4 5.2 4 0.2 9.3 )
(a) vo X Ry (b) vo X Gy

Table 5.3 — Output voltage vs. resistive parameters

In Table 5.4 it can be seen that increasing the frequency also
has a negative effect, but the results do not indicate it is related to
the Pejovic method. At 40 kHz frequency, for example, there are 125
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samples in a period, which translate to 0.008 duty-cycle or 0.4 V v,
steps. At 100 kHz, there are only 50 points — errors of up to 1 V (20

%) are therefore expected.

£s (KHz) | vo (V) | € (%)
10 -
20 -
30 5.1 2
40 5.2 4
50 5.2 4
75 5.4 8
100 5.8 16

Table 5.4 — Output voltage vs. switching frequency

Since voltage and current errors of the Pejovic switch model

have a settling time, it was presumed that decreasing the duty-cycle

too much can generate switching events while the error is still very

large, resulting in immensely incorrect v, values. In order to confirm
that, Table 5.5 was generated with a 20 kHz switching frequency.

d |vo (V)| e (%)
0.01 1.7 240
0.02 1.8 80
0.03 2.0 33
0.04 2.4 20
0.05 2.9 16
0.06 3.2 6.7
0.07 3.7 5.7
0.08 4.1 2.5
0.09 4.6 2.2

Table 5.5 — Output voltage vs. duty cycle (fs =20kHz)

The numerical errors produced by the Pejovic method were
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thus shown to be large in certain conditions and very sensitive
to alteration of circuit parameters. However, this is not enough
to invalidate its purpose. Although gate signals generated by the
controller when connected to the RTS model probably will not be
equal to those generated for a real converter, it is reasonable to assume
the correct controller operation can still be tested; the engineer
just needs to interpret results with the method’s characteristics in
consideration. In the next section, hardware-in-the-loop tests are
shown to corroborate the affirmation.

5.7 HARDWARE-IN-THE-LOOP

Three HIL simulations are discussed in this section to ex-
emplify OP5700’s capabilities. The first two system models were
calculated by the FPGA and the last, by the CPU. The control
strategy and the DSC code did not need to undergo any special
adaptations for the RTS environment.

5.7.1 Buck converter

A simple HIL test was performed initially and consisted of a
Buck converter with the parameters resumed on Table 5.6. Figure
5.25 shows a schematic of the implemented simulation. The DSC
reads v, from an analog output of the RT simulator, applies a basic
proportional-integral control and synthesizes a PWM signal, which
is fed to an OP5700 digital input.

OP5700
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=y}
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Figure 5.25 — Buck converter hardware-in-the-loop test.
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Switching frequency | 40 kHz
Input voltage 100 V
Load resistor 10 ©
FPGA time-step 250 ns
CPU time-step? 20 ps

Table 5.6 — Buck converter HIL test parameters

With the real time simulation running, the gain of the PI
controller (K.) was altered on the fly by means of a variable in
Texas Instruments’ Code Composer Studio (CCS). Output voltage
reference steps (25 to 75 V and back) were automatically applied each
second, and the effects of the K, variation on the control response
were immediately seen in the oscilloscope. With a K, =107 gain,
the reference was reached in approximately 500 ms, as can be seen
in Figure 5.26. Figure 5.27 shows that K. = 10"2 yielded a more
than 100 times faster response. With K, =5-10"2 an oscillatory v,
started being observed (Figure 5.28).

Prevu

“Uref

e **7-—'-“*/[‘

/ \
/ \
/

N

7
N, -

@@ 200V @ 200V )[4ooms ] 25.0kS/s @ ;5 440V
Value Mean  Min Max Std Dev ] 100k points
@ High 7.52v 7.52 7.52 7.52 0.00
11:57:42

& Low 2.48V 2.48 2.48 2.48 0.00
Figure 5.26 — Real-time controller parameter variation (K.=107%).

2 The eHS block, which configures the FPGA, is a CPU-level Simulink block.
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Figure 5.27 — Real-time controller parameter variation (K.=1073).
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Figure 5.28 — Real-time controller parameter variation (K.=5-1073).
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5.7.2  Voltage source inverter (VSI)

The second simulation consisted of a three-phase VSI with
an RL load and the parameters of Table 5.7; a schematic is shown in
Figure 5.29. Load currents i, and 45 are read by the DSC, which feeds
back the switch gate signals after performing a simple a8 current PI
compensation [36].

931

952

. ab CNE »Js1

abe [y

el DSC

Figure 5.29 — Voltage source inverter hardware-in-the-loop test.

Modulating frequency 60 Hz
Switching frequency 20 kHz
Output current amplitude | 10 A
Load resistor 50
Load inductor 1 mH
FPGA time-step 250 ns
CPU time-step 10 ps

Table 5.7 — Voltage Source Inverter HIL test parameters
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Line voltages for a 200 V input DC voltage source can be
seen in Figure 5.30 (0.01 sensor gain). The noise observed at the
extremities is due to the introduced Pejovic switch voltage errors.
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& 200V O p) 2.00V [3])

Figure 5.30 — Voltage source inverter - line voltages.

The resulting three-phase load currents are shown in Figure
5.31 (0.1 sensor gain). Figure 5.32 shows in detail the line voltages
Vaby Ve and ve, (CH1, CH2 and CH3 respectively) at the peak of
phase current i, (CH4). As expected, vy is almost complementary
tO Veq, While vp. approaches zero.

In order to verify the correct operation of the DSC control, a
125 to 275 V input voltage step was applied. After the perturbation,
the phase currents settled in less than 1 ms, as can be seen in Figure
5.33.
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400mv @ 400mve @ 400mV O
Value Mean Min Max std Dev
@ Peak-Peak 2.024V  2.020 2.007 2.030 6.271m
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Figure 5.32 — Voltage source inverter - line voltages at the peak of

iq-
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Figure 5.33 — Voltage source

inverter - control response.
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5.7.3 Motor drive with optimized space vector modulation

The schematic of the last HIL simulation can be seen in
Figure 5.34, in which an induction motor is driven by an NPC
converter with a synchronous optimum modulation (SOM) technique
[37]. The power stage was simulated entirely on two cores of the CPU
with a 10 us time-step and consisted of the NPC converter, an LC
filter, a transformer, a 10 km wideband line model® and the motor.

fs maz
Number of| N Vi
/ angles a Table
search
calculation
fm 6V,
VCp = JS1
VCn - o
. Modulator
fhg et
. =» gS12
DSC L
gs1 . OP5700

p ba
UCn 9312 1
; A

3-Level [Pl Transformer Motor

NPC

Figure 5.34 — Motor drive with SOM modulation HIL test.

3 This model theory can be found on [38]. The necessary parameter matrices were
calculated automatically with an EMTP-RV software routine by providing physical
construction details of the cable.
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In the DSC, a 20 seconds ramp is generated and multiplied
by the nominal values of frequency and modulation index (60 Hz and
1, respectively). The maximum switching frequency (fsmaz = 480
Hz) is then divided by the frequency at the instant (f), and the
floor of the result is taken as the number of angles (N,). Since
theoretically an infinite amount of angles would be needed to start
the machine, conventional space vector modulation (SVM) is applied
by the modulator until m > 0.4, which corresponds to 19 angles.
With the N,/m pair, an adequate vector VN and its permanence
angle 0, are found within a pre-generated table. The entries of the
table are optimized for the minimization of the THD of the motor
currents.

If the difference of measured capacitor voltages v, and
von exceed 5% (absolute value) of the DC bus voltage, a balancing
strategy starts being applied. When the difference reduces to 2%,
balancing stops and a number of commutations reduction criteria is
adopted. The DC source of the schematic is detailed in Figure 5.35.
In order to demonstrate the capacitor voltage balancing strategy in
operation, a switch (Sjy,) is used to force an imbalance. Currents i,
and i at the NPC’s output are measured, therefore the direction of
the current at the neutral point can be determined for each switching
state. When redundant states are available, it is chosen the one that
restores the voltage balance.

Figure 5.35 — DC bus detail.

A quadratic profile load is connected to the motor for the
start-up process. Figure 5.36 shows the rotor speed during start-up.
The electrical torque is presented on Figure 5.37 and the phase
voltage v, on Figure 5.38. The transition from SVM to SOM occurs
at 9 seconds and no evident effects can be observed in any of the
shown physical quantities.
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== Rotor speed

Time [s]

Figure 5.36 — Rotor speed during motor start-up.

== Electrical torque

12.5

0 ) 10 15 20 25
Time [s]

Figure 5.37 — Torque during motor start-up.
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Figure 5.38 — Phase a voltage during motor start-up.
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Figure 5.39 shows the v, phase voltage (CH2) and the v,
line voltage (CH1), with a 1073 sensor gain. There are 8 switching
events in a quarter phase wave, as expected for 60 Hz.
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Figure 5.39 — Phase voltage v, and line voltage v, at steady-state
operation.

The unfiltered current (i,) can be observed in CH1 of Fig-
ure 5.40 with a 0.01 sensor gain. A very low THD motor current
(iq,m) can be seen in CH2. The sensor gain for the motor current was
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E)HMS 3.363 V ] 16: 12: 33
@RS 2,931V

Figure 5.40 — NPC output current (i,) and motor current (iq ) at
steady-state operation.
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multiplied by the transformation ratio (3.27) in order to equalize
magnitudes.

Initially with the capacitor balancing strategy disabled, the
Sim switch was closed. It can be seen In Figure 5.41 that vey,
(CHI1) rises 1 kV and vc, decreases; CH3 is the measure of the
electrical torque, which starts oscillating due to the low frequency
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Figure 5.42 — Capacitor balancing activated.
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harmonics generated by the unbalanced NPC DC bus. Figure 5.42
shows the capacitor voltages after the balancing strategy was en-
abled and S;,, closed. The sawtooth shape is due to the hysteresis
characteristic of the employed balancing strategy.

5.7.4 Additional comments

Despite spikes due to numerical errors appearing in the
waveforms, the DSC control responded adequately in the shown
FPGA tests and in other performed HIL simulations. Although the
CPU-based test presented much more precise waveforms, it was
only possible because the switching frequency was relatively low.
Nevertheless, using the CPU allowed HIL testing a very complex
model, which would not be executable with the eHS package.

In several opportunities, errors in the DSC implementation
(coding mistakes) were detected and corrected. In a real converter
test environment, some of those errors could mean the destruction
of switches. Weighing the presented level of accuracy, the needed
effort for implementation and the prompt access to responses, the
tests were considered very satisfactory for preliminary controller
evaluations.

5.8 CHAPTER REVIEW

e A signal conditioning board was designed for the exchange
of digital and analog signals between the OP5700 real-time
simulator and Texas Instruments LaunchPad DSCs.

e The reduction in calculation time by the substitution of the
SPS SVA algorithm by the SSN was significant in the test
conducted. The best result possible was with at least 6 CPU
cores and less than 13% of the SPS time was required. This is
critical for enabling real-time operation in many cases. It was
also shown that the speed gain did not cause loss of accuracy.

e In the eHS test with an MMC model, a 28-fold speed increase
was observed versus a relatively fast PC CPU. Accuracy tests
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however revealed that the Pejovic algorithm produces large
error spikes after switch state transitions, which can propagate
to the filtered outputs. In the buck converter test there was
a significant error sensitivity to the alteration of G5 and the
magnitude of the load current. By comparing the output of
the eHS Offline block with a reference model, optimal values
of G5 can be chosen to obtain more precise results at nominal
operation; this is only feasible for a small quantity of switches,
however.

e In the RTE package test a deliberately high switching frequency
was chosen so SPS’ diode bridge model would produce numerical
errors and jitter in the output current. The creation of RTE-
type gate signals with the aid of the FPGA’s fast sampling
and the compensation applied to the output voltage produced
by RTE’s bridge model resulted in a much better represented
output current.

e Despite the errors introduced by the Pejovic algorithm, the
controller responses in the FPGA HIL tests were as expected.
Using the CPU allowed for testing a complex model, although
the switching frequency was relatively small. The benefits of
hardware-in-the-loop type simulations could be experienced
and the adequate operation of the OP5700 real-time simulator
confirmed.






CONCLUSION

This master’s thesis is the result of a study conducted on
real-time simulation methods and the practical utilization of the
RTS platform OPAL-RT OP5700. Fundamental theoretical aspects
that support modern general purpose simulation softwares and some
details of OPAL-RT’s approach on the processing of RTS models
were first outlined. Finally, an evaluation of OPAL-RT’s methods
and the capabilities of the OP5700 system was done.

The modeling process of a general purpose simulation soft-
ware starts with the user input. This is done nowadays by means of a
graphical user interface in which circuit element symbols are placed
and interconnected. As seen in the fundamental concepts of graph
theory, this input is converted to a mathematical topological repre-
sentation, the incidence matrix. With the aid of a tree, Kirchoft’s
Voltage and Current laws can be applied to the circuit by means
of the loop and cutset matrices. The generation of the topological
matrices are an important step included in circuit analysis methods.

Chapters 2 and 3 presented the dominant circuit analysis
methods utilized in computer simulations: the State Variable Analysis
and the Nodal Analysis. A method may be more advantageous than
the other depending on the intended simulation, as the the following
comparisons summarize:

System formulation: Linearly dependent energy-storage ele-
ments must be identified for the SVA equations formulation, which is
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a non-trivial and resource-demanding process. In contrast, the nodal
equation is formed with associated discrete models, and even sets of
predetermined stamps can be simply summed to obtain it.

Use of variable time-step: The admittance matrix of the nodal

equation contains several entries that depend on the time-step, re-
sulting from the elements’ discretization. Any change in the time-
step requires therefore a thorough reformulation, adding significant
overhead. Conversely, the SVA equations are defined before the dis-
cretization, which can be done at the solution stage and must include
the time-step value nevertheless.

Numerical solution: The nodal analysis demands the calcu-
lation of the algebraic YV = I equation. This can be efficiently done

with straightforward methods such as LU factorization or gaussian
elimination. Discretized SVA systems can be solved in a similar
manner. For continuous SVA systems, however, differential equa-
tion solving — with predictor-corrector or determination of matrix
exponentials base methods, for example — is needed.

If some prerequisites are met, a circuit model can be sim-
ulated in real-time. The most important is the synchronization of
simulation time-steps with a real-world clock; this allows for a dy-
namic response equivalent to a real circuit counterpart. To ensure a
faithful and synchronized simulation, every calculation must finish
before a new time-step begins. As the complexity of the circuit or
the highest frequencies involved grow, so does the importance of fast
algorithms and parallel processing. The specialized algorithms in
OPAL-RT’s package are the Pejovic method (utilized for simulations
on the FPGA) and the SSN method (for CPU simulations).

When digital and analog input/output capabilities are avail-
able in the computer running the RTS, real equipment can be added
as part of the simulation, characterizing the hardware-in-the-loop
approach. Among the most useful applications is the testing of con-
trollers; problems in the implementation can be found much earlier
in the design process since the controller operation can be checked
even before the real plant is available. Also, depending on the plant,
using it for tests can be expensive, risky, or even impractical.
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For the examination of the OP5700 RTS system and the
mathematical methods it utilizes, comparison tests in Simulink be-
tween the standard SPS state-space method and OPAL-RT’s imple-
mentations in terms of speed and accuracy were performed. The SSN
solver, which calculates subparts of the circuit in parallel without
adding delays, was almost 8 times as fast as the SPS solver for the
same level of accuracy. The advantage, however, was substantial
because the tested model had many switches and energy-storage ele-
ments; the calculation times are similar in the case of small circuits.

Whereas time-steps of the 10 us order are tipically the mini-
mum possible for overrun-free CPU simulations — even for relatively
simple models — the FPGA-oriented eHS package allowed time-step
values down to 150 ns. On the other hand, the Pejovic method,
utilized for obtaining a constant admittance matrix, has shown poor
levels of accuracy in some cases. Although the preliminary tests
reported in this master’s thesis used a single G5 value for each simu-
lation, OPAL-RT allows G to be set individually for each switch. An
interesting study thus would be accessing the feasibility of an output
error minimization technique for those values, and also if combining
proper G values with extra resistances and snubber circuits can
accelerate the switch error damping and reduce propagation.

While the characteristics of the Pejovic method or the mini-
mum time-step achievable with CPU simulations impede a detailed
representation of impulsive voltages and currents, those limitations
do not cause significant problems for HIL testing, as it was veri-
fied. Furthermore, the immense practicality of HIL simulations was
experienced: controller behavior was within the expected, and cir-
cuit parameters could be changed on the fly with the implications
instantaneously observable.

It is hoped that a new OP5700 user (or even other RTS
systems), supported by the information presented in this master’s
thesis, will be able to better discern what methods and parameters
fit best an intended model, and what elements can be left out in
order to reduce the simulation time-step as much as possible without
overruns or loss of accuracy.
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