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2017





Leonardo Kessler Slongo

NANOSATELLITE ELECTRICAL POWER SYSTEMS
HARDWARE ARCHITECTURES: AN ANALYSIS ON

ENERGY HARVESTING MAXIMIZATION THROUGH
SCHEDULING ALGORITHM

Tese submetida ao Programa de Pós-Graduação
em Engenharia Elétrica para a obtenção
do Grau de Doutor em Engenharia.
Prof. Eduardo Augusto Bezerra, PhD
Universidade Federal de Santa Catarina
Orientador
Prof. Kleber Vieira de Paiva, Dr.
Universidade Federal de Santa Catarina
Co-orientador

Florianópolis
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RESUMO

Os nanossatélites tornaram-se uma oportunidade acesśıvel para alcançar
o espaço. São pequenos satélites com massa total que varia de 1 a
10kg, possuindo os subsistemas necessários (incluindo as cargas úteis)
para satisfazer uma missão espacial. Esta tese concentra-se no sistema
de potência elétrica (EPS) de um nanosatélite, uma placa de circuito
impresso (PCB) que interage com fontes de energia (painéis solares),
com unidades de armazenamento (baterias) e com outros subsistemas
do satélite (Computador de bordo - OBDH; Sistema de comunicação
- TT&C, Sistema de determinação e controle de atitude - ADCS; e
cargas úteis). Um EPS ideal deve maximizar a extração de energia,
armazenar de forma segura a energia e, finalmente, gerenciar eficien-
temente a distribuição de energia para outros subsistemas do satélite.
Esta tese apresenta as quatro arquiteturas EPS mais adotadas para na-
nossatélites, comparando sua eficiência por meio de simulações e expe-
rimentos. Painéis solares, baterias e componentes do EPS foram anali-
ticamente modelados e testados para projetar sistemas eficientes. Uma
bancada de teste foi proposta para avaliar as arquiteturas EPS, emu-
lando a irradiância solar e o consumo de energia do satélite. Além disso,
a tese propõe um procedimento de teste de qualificação, que consiste em
avaliar os subsistemas de nanosatélites em um vôo suborbital em um
foguete de sondagem. Um sistema embarcado foi proposto para operar
como uma interface entre os subsistemas do nanosatélite e a eletrônica
do foguete. Os resultados da Missão Rio Verde são apresentados nesta
tese, onde tanto o sistema embarcado de interface quanto o EPS do na-
nosatélite foram qualificados no espaço, em um voo do foguete VSB-30.
Além disso, a tese propõe um algoritmo de escalonamento conduzido
por energia, que permite melhorar a eficiência do EPS controlando a
execução das tarefas do nanosatélite. Embora a arquitetura do circuito
EPS seja o principal fator para a maximização da potência de entrada,
a execução das tarefas do nanosatélite também afeta sua capacidade
de captação de energia. Portanto, esta tese descreve um algoritmo de
escalonamento que maximiza a entrada de energia do nanosatélite. O
algoritmo foi testado para a arquitetura de Acoplamento Direto, me-
lhorando sua capacidade de captação de energia em mais de 8 % para
o teste de uma órbita. Finalmente, a tese aponta melhorias no algo-
ritmo de escalonamento proposto, para também considerar efeitos de
envelhecimento da bateria, previsão de entrada de energia, otimização



da prioridade das tarefas e dependência da arquitetura do EPS.

Palavras-chave: Nanosatélite; Sistema de potência elétrica; Teste de
qualificação; Algoritmo de escalonamento movido por energia; Maxi-
mização de coleta de energia; Rastreador do ponto de máxima potência.



RESUMO EXPANDIDO

Introdução
Nanosatélites tornaram-se uma oportunidade acesśıvel para se chegar
ao espaço. Eles são pequenos satélites com massa total que varia de
1 a 10 Kg contendo todos os subsistemas necessários (incluindo cargas
úteis) para satisfazer uma missão espacial. Por meio dos nanosatélites,
as universidades podem permitir que seus alunos trabalhem em pro-
jetos reais de aplicação espacial. O baixo custo de lançamento dos
nanosatélites e o curto tempo de desenvolvimento atraem qualquer en-
tusiasta do espaço. Este crescimento no interesse por pequenos satélites
cresceu ainda mais com a criação do padrão CubeSat em 1999. Desde
então, muitas outras universidades e empresas ao redor do mundo têm
trabalhado no desenvolvimento, teste, lançamento e rastreamento de
nanosatélites (CORSO et al., 2011). Um nanosatélite pode ter um con-
junto de subsistemas diferentes de acordo com o objetivo da missão. Os
subsistemas mais comuns são os seguintes: Sistema de Energia Elétrica
(EPS); Computador de Bordo (OBDH); Telemetria, Rastreamento e
Comando (TT&C); Sistema de Determinação e Controle de Atitude
(ADCS); antenas; painéis solares (ou outro dispositivo de conversão de
energia); estrutura mecânica; baterias (ou outro dispositivo de armaze-
namento de energia) e cargas úteis. Embora alguns desses subsistemas
sejam mencionados ao longo da tese, este trabalho se concentra no EPS.
Um sistema de energia elétrica por satélite possui três funções princi-
pais: coletar energia, armazená-la e distribúı-la. O EPS é uma Placa de
Circuito Impresso (PCB) que interage com fontes de energia (painéis so-
lares, geradores termoelétricos, etc.), com unidades de armazenamento
(baterias, supercapacitores, etc.) e com outros subsistemas de satélite
(OBDH, TT &C, ADCS, cargas úteis, etc.). Um EPS ideal deve ma-
ximizar a captação de energia, armazenar com segurança a energia e,
finalmente, gerenciar a distribuição de energia aos demais subsistemas
do nanosatélite de uma forma eficiente. Os satélites executam muitas
tarefas diferentes em órbita as quais devem ser organizadas para atin-
gir os objetivos da missão. Uma vez que as tarefas a serem executadas
podem ter diferentes prioridades, tempo de execução, recursos, etc.,
um algoritmo de escalonamento torna-se um elemento chave para uma
missão de satélite bem sucedida. Este algoritmo de escalonamento deve
definir qual e como as tarefas do satélite serão executadas. Esta tese
demonstra como um algoritmo de escalonamento movido por energia



pode melhorar a capacidade de captação de energia de nanoatélites
para uma arquitetura espećıfica de hardware. O algoritmo de escalona-
mento deve ser projetado para ser ajustável aos requisitos de hardware
e da missão. A tese apresenta portanto, diferentes modelos de arqui-
teturas EPS, simulações e uma discussão sobre esse assunto. Esta tese
também levanta uma discussão interessante sobre como qualificar os
módulos de nanosatélites. Este procedimento consiste em testar os
subsistemas de nanosatélites a bordo de um foguete de sondagem. Fi-
nalmente, este trabalho apresenta uma discussão sobre melhorias que
podem ser implementadas no algoritmo de escalonamento proposto.
Além das modificações para arquiteturas EPS espećıficas, o algoritmo
pode ser melhorado adicionando outras variáveis importantes como a
previsão de potência de entrada, o efeito do envelhecimento da bateria
e as prioridades de execução das tarefas.

Objetivos
O objetivo principal deste trabalho é melhorar a capacidade de captação
de energia dos nanosatélites por meio de um algoritmo de escalona-
mento movido por energia. Alguns objetivos espećıficos foram defi-
nidos para alcançar o objetivo principal, a saber: Projetar diferentes
arquiteturas de EPS para nanosatélites; modelar a entrada de energia
do nanosatélite de acordo com sua posição em órbita; implementar o
algoritmo de escalonamento movido por energia como um software em-
barcado modular que leva em consideração os atributos de hardware de
cada arquitetura EPS; projetar uma bancada de testes para simular o
consumo e a entrada de energia em órbita do nanosatélite; qualificar o
EPS e o algoritmo proposto para aplicá-lo ao nanosatélite FloripaSat.

Metodologia
Quatro arquiteturas EPS foram projetadas para possibilitar a análise
teórica e experimental de eficiência na captação e no gerenciamento
de energia. Simulações em Simscape foram realizadas para a avaliação
de desempenho das arquiteturas e comparação com os dados experi-
mentais. Cada arquitetura foi testada separadamente em laboratório,
emulando as condições de irradiância solar do espaço. Para isso, uma
fonte luminosa constitúıda de LEDs de alta potência, controlado por
uma fonte de corrente, foi utilizada. O controle da fonte de corrente
foi estabelecido com base em um modelo de entrada de energia no na-
nosatélite, o qual é dependente da posição orbital. Tanto o modelo de
posição orbital, quanto o modelo dos painéis solares são apresentados
nesta tese. Além do teste em laboratório, uma das arquiteturas foi tes-
tada e qualificada em um voo suborbital, em um foguete de sondagem



(Missão Rio Verde). Este experimento possibilitou validar a metodolo-
gia de projeto das arquiteturas EPS. Por fim, um algoritmo de escalona-
mento foi proposto, com o objetivo de maximizar a captação de energia
do nanosatélite ao gerenciar a execução das tarefas do mesmo. O algo-
ritmo foi implementado e testado em laboratório, utilizando uma fonte
controlada para emular o consumo de energia das tarefas em execução.

Resultados e Discussão
Esta tese apresentou uma visão geral sobre as arquiteturas EPS para
nanosatélites. As arquiteturas mais adotadas foram modeladas, imple-
mentadas e testadas. A influência do hardware na operação dos painéis
solares foi avaliada, procurando soluções para melhorar a capacidade
de captação de energia dos nanosatélites. Um modelo preliminar de
entrada de energia foi proposto, adotando o fator de forma de painéis
solares e a posição do nanosatélite em órbita. Simulações foram valida-
das com experimentos realizados no laboratório. A partir dos modelos,
simulações e resultados experimentais, pode-se concluir que a topo-
logia do circuito EPS afeta fortemente a maximização e a eficiência
da energia. Ainda que a arquitetura VLDO não possua um controle
ativo de tensão dos painéis solares, foi classificada como a topologia
mais eficiente. Ao longo da análise de arquiteturas EPS, este traba-
lho demonstrou que a capacidade de energia de nanosatélites pode ser
melhorada ao se gerenciar a execução de suas tarefas. A discussão
sobre as arquiteturas de hardware EPS esclareceu qual circuito pode
se beneficiar das influências da execução das tarefas na operação do
painel solar. Um algoritmo de escalonamento movido por energia foi
proposto, melhorando em 8% a capacidade de energia captada pela ar-
quitetura EPS Diretamente Acoplado para uma experiência de órbita
única e quase 4,5% para uma experiência de três órbitas. Finalmente,
um procedimento de qualificação foi proposto e executado, testando
os subsistemas CubeSat em um foguete de sondagem. O modelo de
engenharia do FloripaSat foi testado com sucesso no foguete VSB-30
ao longo da Missão Rio Verde, operado pelo Centro de Lançamentos
de Alcântara, no Maranhão. Além dos subsistemas, uma plataforma
de multimissão usada para testá-los foi qualificada. Este sistema inte-
grado permite que uma variedade de experimentos sejam testados em
foguetes suborbitais.

Considerações Finais
Os objetivos propostos para esta tese podem ser considerados alcançados.
Os artigos publicados durante a pesquisa de doutorado (lista apresen-
tada no final do manuscrito) confirmam o aspecto inovador e a re-



levância dos resultados apresentados neste trabalho. Importantes me-
lhorias nesta linha de pesquisa foram apontadas ao longo do texto e
certamente permitirão novos desafios técnicos e cient́ıficos para o grupo
de pesquisa, para a universidade e para os parceiros de pesquisa.

Palavras-chave: Nanosatélite; Sistema de potência elétrica; Teste de
qualificação; Algoritmo de escalonamento movido por energia; Maxi-
mização de coleta de energia; Rastreador do ponto de máxima potência.



ABSTRACT

Nanosatellites have become an affordable opportunity to reach the
space. They are small satellites with total mass ranging from 1 to
10kg with the needed subsystems to satisfy a common satellite mission
(including payloads). This thesis focuses on the nanosatellite’s Electri-
cal Power System, a printed circuit board (PCB) which interacts with
power sources (solar panels), with storage units (batteries) and with
other satellite’s subsystems (On-Board Data Handling - OBDH; Tele-
metry, Tracking and Command - TT&C, Attitude Determination and
Control System - ADCS; and payloads.). An ideal EPS should maxi-
mize energy extraction, safely store the energy and, finally, efficiently
manage the energy distribution to other satellite’s subsystems. This
thesis presents four of the most adopted EPS architectures, comparing
their efficiency through simulations and experiments. Solar panels, bat-
teries and EPS components have been analytically modeled and tested
in order to design efficient systems. A test stand is proposed to eva-
luate EPS architectures, emulating the solar irradiance and the satel-
lite power consumption. Also, the thesis proposes a qualification test
procedure, which consists of evaluating nanosatellite subsystems in a
suborbital flight with a sounding rocket. An embedded system is pro-
posed to operate as an interface between the nanosatellite subsystems
and the rocket electronics. The Rio Verde Mission results are presen-
ted in this thesis, where both the embedded system interface and the
nanosatellite’s EPS have been space qualified through a VSB-30 flight.
Besides this, the thesis proposes an energy-driven scheduling algorithm,
which allows improving the EPS efficiency controlling the nanosatellite
tasks execution. Although the EPS circuit architecture is the main fac-
tor for the input power maximization, the nanosatellite tasks execution
also may affect its energy harvesting capability. Therefore, this the-
sis describes a scheduling algorithm that maximizes the nanosatellite
power input. The algorithm has been tested for the Directly Coupled
architecture, improving its energy harvesting capability in more than
8% for a single orbit experiment. Finally, the thesis points out im-
provements in the proposed energy-driven scheduling algorithm, which
may consider also battery aging effects, energy input prediction, tasks
priority optimization and EPS architecture dependence.

Keywords: Nanosatellite; Electrical Power System; Qualification test;
Energy-driven scheduling algorithm; Energy harvesting maximization;



Maximum Power Point Tracker.
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1 INTRODUCTION

Nanosatellites have become an affordable opportunity to reach
the space. They are small satellites with total mass ranging from 1
to 10kg with all the needed subsystems to satisfy a common satellite
mission (including payloads). Through nanosatellites, universities may
allow their students to work on real space application projects. Even
small and medium size companies may have access to space technolo-
gies that until 20 years ago were mostly restricted to the National Space
Agencies. Nanosatellites’ launching ”low price”and short development
time attracts space enthusiasts. This growth in interest in small satelli-
tes was empowered by the CubeSat standard creation in 1999. Stanford
University and California Polytechnic State University (Cal Poly) pro-
posed a modular 10cm x 10cm x 11.35cm (1U) cubic shaped satellite
intended for Low Earth Orbit and designed mostly with commercial
off-the-shelf (COTS) components. Since then, many other universities
an companies around the world have been working on nanosatellites’
development, testing, launching and tracking (CORSO et al., 2011) (ALI

et al., 2014) (The CubeSat Program, 2014).
A nanosatellite may have a set of different subsystems accor-

ding to the mission goal. Most common subsystems are the following:
Electrical Power System (EPS); On-Board Data Handling (OBDH);
Telemetry, Tracking and Command (TT&C); Attitude Determination
and Control System (ADCS); antennas; solar panels (or other energy
conversion device); mechanical structure; batteries (or other energy
storage device) and payloads. Although some of these subsystems are
going to be mentioned along the thesis, this work focuses on the EPS. A
satellite electrical power system has three main functions: energy har-
vesting, energy storage and energy distribution (Figure 1). The EPS is
a printed circuit board (PCB) which interacts with power sources (solar
panels, thermoelectric generators, etc.), with storage units (batteries,
supercapacitors, etc.) and with other satellite’s subsystems (OBDH,
TT&C, ADCS, payloads, etc.).

An ideal EPS should maximize energy extraction, safely store
the energy and, finally, efficiently manage the energy distribution to
other satellite’s subsystems. Mostly, these requirements conflict among
each other or with other satellite subsystem’s requirements. This work
aims to solve this intricate requirements problem in an efficient and
elegant way. Many other research groups have proposed efficient satel-
lite EPSs, however, when considering nanosatellites, it is a completely
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Figure 1: Electrical Power System overview.

distinct problem. Nanosatellites may be considered low power devi-
ces when compared to satellites with more than 100kg. Therefore, the
energy harvesting maximization must be addressed differently. Also,
the applications for LEO nanosatellites drastically differs from the me-
dium earth orbit (MEO) and geostationary orbit (GEO) satellites’ ap-
plications.

Satellites perform many different tasks in orbit and they shall be
somehow organized in order to accomplish the satellite’s goals. Since
the tasks to be performed may have different priorities, execution time,
resources, etc., a satellite scheduling algorithm may be a key element
to achieve a successful satellite mission. Once the scheduling algorithm
may define which (and how) the satellite’s tasks are going to be execu-
ted, there shall be a relation between the algorithm and the EPS, after
all, tasks execution demands energy.

The satellite scheduling problem is not new. It has been formu-
lated with a variety of perspectives, with numerous proposed solutions
(see Section 4.2 for some examples). Although there are distinct opti-
ons for defining and solving the problem (DISHAN et al., 2013), (GAY-

TAN et al., 2015), (WANG et al., 2014), the goal is mostly the same: to
optimize tasks execution from some perspective (maximize communi-
cation quality (CHRISTOPOULOS; CHATZINOTAS; OTTERSTEN, 2015),
minimize system response time (KIM; CHANG, 2015), etc.). As descri-
bed in Section 4.2, most of recent satellite scheduling algorithms are
not designed for nanosatellites. Besides this, none of them are designed
for energy harvesting maximization or nanosatellite lifetime extension.
Chapter 4 demonstrates how an energy-driven scheduling algorithm
may improve the nanosatellite energy harvesting capability for a spe-
cific EPS hardware architecture.
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It is also important to mention that, besides the low power ma-
nagement issue, the scheduling algorithm shall consider the EPS hard-
ware architecture. There are many different ways of harvesting energy
in space. The same applies for the energy storage devices. Operating
solar panels and recharging batteries, for example, allows lot of dif-
ferent technologies combinations and possibilities. Therefore, ideally,
the scheduling algorithm shall be designed to be adjustable to hardware
and mission requirements. Chapter 2 presents some EPS architectures
models, simulations and a discussion on this issue.

This thesis also raises an interesting discussion on how to qualify
nanosatellite modules for flight. Unfortunately, due to their low rate
of success, nanosatellites have been considered harmful for the space
environment. Space debris are increasing and it is already a real pro-
blem. In order to decrease the nanosatellites fail rates, this thesis also
proposes a qualification procedure for nanosatellite subsystems (Chap-
ter 3). This procedure consists on testing the nanosatellite subsystems
(engineering models) on-board a sounding rocket. This allows finding
design fails on preliminary phases of the project, avoiding them to be
propagated to the nanosatellite flight model.

Finally, this work presents a very fruitful discussion on improve-
ments that may be implemented on the proposed scheduling algorithm
(chapter 5). Besides the modifications for specific EPS architectures,
the algorithm may be improved by adding other important variables as
input power prediction, battery aging effect and tasks priority.

1.1 MOTIVATION

The main motivation for this work was to develop an efficient
EPS for the nanosatellite projects ongoing at UFSC. At the end of
2013, a CubeSat project has started at the Communications and Em-
bedded Systems Laboratory (LCS) at the Department of Electrical and
Electronic Engineering - The FloripaSat. Soon, other UFSC depart-
ments joined the FloripaSat project: the Aerospace Engineering (UFSC
Joinville), Mechatronics Engineering (UFSC Joinville), System’s Con-
trol and Automation Engineering (UFSC Florianópolis) and Computer
Science (UFSC Florianópolis). The project’s main goal is to empower
undergraduate and graduate students for working in the aerospace ap-
plication field (SLONGO et al., 2016a).

The students have been organized in the following teams: Elec-
trical Power System (EPS), On-Board Data Handling (OBDH), Tele-
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(a) Prototype. (b) Engineering model.

Figure 2: FloripaSat nanosatellite.

metry, Tracking and Command (TT&C), Attitude Determination and
Control System (ADCS), Ground Station (GS), Verification and Va-
lidation (VV), Thermal Control and Structure (TCS) and Payloads
(PL). Every team has a manager which realizes weekly meetings with
the undergraduate students. Also, some general meetings are appointed
allowing the students from different teams to interact with each other.
Along the FloripaSat design process, four CubeSats models shall be ob-
tained: prototype, engineering model 1, engineering model 2 and flight
model. Figure 2 shows both the FloripaSat prototype (Figure 2a) and
engineering model 1 (Figure 2b).

For the FloripaSat prototype, four different EPS hardware ar-
chitectures have been proposed. Basically, they differ from each other
on the method they operate the solar panels. Fabricating four diffe-
rent PCBs (EPS prototypes) allows an experimental analysis, which
would guide the engineering and flight models designs. Besides this,
the involved students would have the opportunity of working on the
entire subsystem design (system conception, requirements, design de-
cisions, hardware design, fabrication, electrical tests, software design,
operational tests, etc.).

Besides the FloripaSat, the Federal University of Santa Catarina
(UFSC) has joined the SERPENS I project, a 3U nanosatellite (Figure
3) developed by a consortium of Brazilian and foreign universities. The
University of Braśılia (UnB) has lead the SERPENS I project which
was launched from the International Space Station in September 2015.
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After a successful mission, UFSC has been commissioned to lead the
SERPENS II project, which shall start in 2018.

Figure 3: SERPENS I nanosatellite.
Image source: Valdivino Jr - Brazilian Space Agency (Brazilian Space,

2015).

The work presented in this thesis manuscript has been develo-
ped in this projects context, resulting on the design of the FloripaSat
EPSs prototype, engineering model 1 and engineering model 2. All the
knowledge acquired on these hardware and software designs may also
be applicable in the next project, SERPENS II.

1.2 GOALS

The main goal of this work is to improve nanosatellites’ energy
harvesting capability. An energy-driven scheduling algorithm is propo-
sed to achieve this. The following specific goals have been attended in
order to accomplish the main goal:

1. To design nanosatellite Electrical Power Systems;

2. To model the nanosatellite power input according to its position
in orbit;

3. To implement the energy-driven scheduling algorithm as an em-
bedded modular software that takes into consideration the EPS
hardware architecture.
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4. To assemble a test stand to simulate the nanosatellite’s in-orbit
incoming energy and power consumption;

5. To qualify the EPS and the proposed scheduling algorithm in
order to apply it to FloripaSat nanosatellite.

1.3 RESEARCH QUESTIONS AND CONTRIBUTIONS

The following are the questions which have guided this thesis to
problem definitions and to their innovative solutions:

1. Is there any possibility of improving nanosatellite’s energy har-
vesting performance by scheduling or controlling its tasks?

2. How the nanosatellite’s tasks should be modeled in order to con-
sider energy consumption?

3. Is the proposed scheduling algorithm an overhead for the nano-
satellite EPS microcontroller?

4. How scheduling algorithms may be evaluated in therms of nano-
satellite’s energy harvesting maximization?

5. Does the EPS hardware architecture affects the scheduling algo-
rithm strategy?

6. How does the EPS and other nanosatellite’s subsystems may be
tested to reduce the fail rates on this category of satellites?

These questions have been answered throughout this manuscript
and have lead to the following contributions:

• Nanosatellite energy-driven scheduling algorithm to maximize so-
lar energy harvesting for directly coupled EPS architecture: It is
an embedded software, implemented in the C language, which is
able to change the order and duration of the satellite executing
tasks in order to maximize the EPS energy harvesting capability;

• EPS test stand to evaluate scheduling algorithms for different
architectures: It is a platform consisting of equipments (power
analyzer, voltage/current source, computer) and software blocks
(implemented in LabVIEW and in C) in order to emulate the
solar irradiance through high power LEDs and evaluate the EPS
scheduling algorithm efficiency;
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• FloripaSat EPS prototypes: Four different PCBs designed as dis-
tinct EPS architectures (directly coupled, very low dropout vol-
tage regulator, maximum power point tracking with a dedicated
integrated circuit, and maximum power point tracking architec-
ture through a discrete boost regulator), which allowed the Flo-
ripaSat EPS team to experimentally understand the basics con-
cepts of most well known EPS circuit designs.

• FloripaSat EPS engineering models: Two different versions (mo-
del 1 and model 2) of the FloripaSat EPS engineering model.
These PCBs are the result of the EPS prototype analyses and
improvements.

• FloripaSat energy aware software controlled task execution po-
licy: It is the solution designed for the FloripaSat EPS enginee-
ring model 2, which considers the battery state of charge and the
FloripaSat task sets to be triggered.

• Sounding rocket nanosatellite test procedure: a test procedure ba-
sed on an embedded system designed to interface nanosatellite’s
subsystems and a suborbital rocket electronics. This embedded
system as well as the FloripaSat engineering model main subsys-
tems have been successfully tested on-board a VSB-30 rocket,
proving the test procedure efficiency on qualifying nanosatellites
PCBs on suborbital flights.

1.4 THESIS STRUCTURE

This manuscript contains six main chapters, including this in-
troductory one. Three of the chapters are based on papers published/-
submitted to international journals and conferences, which facilitates
the understanding of each chapter by itself. Although this unconventi-
onal thesis writing approach has been adopted, the chapters have been
smoothly structured in order to guarantee an easy reading and com-
prehension of all the proposed ideas and solutions as an unified work.
Every chapter starts with an introduction, which places every indivi-
dual piece of work in the research time line and in the state of the
art. This brings to the thesis two important characteristics: Clarity in
the research contributions presentation and an easier understanding of
the analysis between the proposed/applied mathematical models and
the experimental results, since they are tided together in every single
chapter. The remaining of this manuscript is organized as follows:
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• Chapter 2 - This chapter discusses different Electrical Power
System hardware architectures. It explains how each of them
controls the solar panels, showing the benefits of each solution.
Also, it presents mathematical models and simulations for each
architecture. The models consider not only the EPS circuits,
but the solar panels, the batteries, the satellite orbit position
and power consumption. This allows a precise prediction of the
nanosatellite energy harvesting, energy storage and energy distri-
bution to other subsystems. The models are evaluated through
experiments that emulate the nanosatellite in orbit.

• Chapter 3 - This chapter shows an innovative qualification pro-
cedure proposed for nanosatellites using sounding rockets. After
the tests performed at the laboratory (presented in Chapter 2)
this is a necessary step to validate an embedded system for space
applications. One of the four architectures presented in Chapter
2 was selected for this space qualification flight. The chapter dis-
cusses the importance of submitting the nanosatellite engineering
model to a flight before finalizing the flight model design. An em-
bedded system designed to interface the nanosatellite subsystems
and the rocket electronics is shown. Also, the flight results for
the FloripaSat engineering model (including the EPS described
in Chapter 2) tested on-board the VSB-30 sounding rocket are
presented.

• Chapter 4 - This is the core chapter of this thesis where the
energy-driven scheduling algorithm is presented. It discusses the
performance of the algorithm on improving the EPS energy har-
vesting capability through tasks control. The algorithm is applied
for a specific EPS architecture and, through simulations and ex-
periments, it shows a considerable gain on energy harvesting when
compared to the EPS operating without the algorithm. There is
also a discussion on how to adapt the algorithm to other missions
(other nanosatellites).

• Chapter 5 - This chapter brings a discussion on further works for
this research line. It presents additional parameters that may be
considered for the energy-driven scheduling algorithms to improve
even more the nanosatellite efficiency. Also, this chapter points
out to the improvements for the FloripaSat EPS flight model that
were discovered from the results of the sounding rocket mission.

• Chapter 6 - This is the final chapter of this thesis where the
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conclusion is addressed.
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2 ELECTRICAL POWER SYSTEM ARCHITECTURES:
MODELS, SIMULATIONS AND TESTS

2.1 INTRODUCTION

The Electrical Power System (EPS) is a printed circuit board
(PCB) which shall provide energy to the remaining satellite subsys-
tems. This energy shall be extracted from the space environment using
some sort of energy conversion strategy. Different technologies and de-
vices are available, as follows: solar panels may directly convert sunlight
to electricity through the photo-voltaic effect; solar heat may be conver-
ted to operate some thermal power cycle; temperature gradients may
be used by thermoelectric devices; solar heat may operate or catalyze
chemical processes to produce or store energy (LIOR, 2001) (HARTY;

OTTING; KUDIJA, 1994). Although there is a wide variety of options,
solar panels are the most used devices to harvest energy to power sa-
tellites (GALATIS; GUO; BUURSINK, 2017).

The energy harvesting devices aforementioned normally produce
an unstable power output. This may be related to the conversion phy-
sics or/and to the energy source instabilities. Although the Sun light
is always present in the orbits around the Earth, satellites may not
receive the same irradiance levels in all positions along the orbit. The-
refore, most satellites have an energy storage device, which ensures to
the subsystems the required power output stability. Then, besides ma-
naging to harvest energy, the EPS shall also control the energy storage
charging/discharging process. As well as the conversion devices, there
exist many technologies to store energy, like supercapacitors (SHIMIZU;

UNDERWOOD, 2013) (WU et al., 2017), fuel cells (LEE; KIM, 2014) and
batteries (HILL, 2011). Some satellites combine different storage devi-
ces technologies (i.e. battery and supercapacitor) in order to benefit
from both characteristics: high discharge rate and high energy density.

The EPS shall not only harvest energy and store it. This subsys-
tem must manage the satellite energy distribution, accordingly to the
mission requirements. This means to provide power buses with vol-
tage and current specifications to attend the subsystems need. Also,
it ideally shall present a measurement unit to inform battery status
and input power condition to the OBDH. This allows the satellite to
efficiently execute its tasks, avoiding preempting them or missing their
deadlines. Finally, an ideal EPS shall maximize the harvested energy,
allowing the satellite to execute the largest number of tasks possible.
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Therefore, this chapter is dedicated to comprehend the most
adopted EPS hardware architectures for nanosatellites. Four different
circuits are mathematically modeled, simulated, implemented and tes-
ted in order to compare their efficiency. This chapter also presents a
test stand and a methodology to evaluate the EPS architectures at the
laboratory.

2.2 STATE OF THE ART

The Electrical Power System may be considered one of the most
important modules of a satellite. Without energy, no tasks may be per-
formed by the spacecraft. Historically, more than 20% of the satellite
failures are related to the EPS and the battery issues (CASTET; SALEH,
2010). Therefore, even it is not the most complex system of a satellite,
it is worth desining it preciselly and efficiently. In addition to the safety
issue, the more energy the satellite harvest and store, the more tasks
it may perform in orbit.

The EPS design and efficiency evaluation problem is not new.
Since the 1960s EPS models considering solar irradiance, solar panels,
batteries, converters and loads have been proposed (BOMBERGER et al.,
1963) (KIRPICH et al., 1963). However, most of them were planned for
powering systems exceeding 100W. However, with the microelectronics
development and with the emergence of the class of nanosatellites, the
EPS designing challenge has changed. Low power - high efficiency
converters, MPPT techniques, high efficiency solar cells and energy
aware scheduling algorithms are some of the hot topics under research
nowadays.

Aiming minimum space occupation and low power consumption,
the EPS proposed for the AraMiS project has a boost regulator operate
the solar panels close to their MPP (ALI et al., 2014). In order to reduce
the number of components, the designers opted by the constant voltage
MPPT algorithm, using only analog devices. The EPS steps up solar
panels voltage from 4.4V to the distribution bus voltage level(14 ±2V).
It provides power buses with 3.3V and 5V voltage levels. The EPS
efficiency analyzes is demonstrated, calculating the main components
power losses. Although this is a very detailed and well described work,
it does not compare the proposed solution with other EPS architectures.

A 3U EPS efficiency analyzis is presented in (GONZALEZ-LLORENTE

et al., 2015). The subsystem is based on a buck converter, that steps
down the solar panels voltage (15V or 7.5V) to the Lithium-Ion bat-



47

tery range of 3.3V or 6.6V. The authors define an optimum operation
point for the dc-to-dc converter in order to achieve its maximum effi-
ciency. The operation point is defined by the converter input voltage,
output voltage and output power. Therefore, the discussion is based
on different solar cells connections configurations, and battery cells ar-
rangement, that result in the most efficient EPS configuration. Diffe-
rent scenarios have been analyzed to achieve 98% of peak efficiency on
the best configuration: Input voltage of 7.4V, output voltage of 3.3V,
output current varying from 0.1mA to 2.1A. Only the buck converter
topology is discussed in this paper and it does not consider any MPPT
technique.

An interesting solution adopted for the ERPSAT-1 picosatellite
uses fuzzy logic to obtain energy harvesting maximization (NEJI et al.,
2015). The developed subsystem has three main blocks, which are the
fuzzy maximum power point tracker, the power conditioner, and the
hierarchical fuzzy subsystem controller. The fuzzy logic algorithm has
been implemented in a dedicated microcontroller that controls a boost
converter. Simulations have been performed to demonstrate the bet-
ter efficiency of the proposed method when compared to the Perturb
and Observe MPPT algorithm. Although a comparison is provided in
this work, it is restricted to simulation, and it considers only the algo-
rithms tracking capability, without taking into consideration different
hardware architectures possibilities.

Finally, a most recent work shows a design methodology to achi-
eve high efficiency on the EPS topology based on a boost converter (PI-
OVESAN et al., 2016). The authors compare its boost converter optimal
design to high efficiency commercial EPS options. Through their design
methodology they achieved an efficiency of 97.467% for the case where
Vin = 5V and Pout = 2W. Although the authors present an excellent
result regarding the converter efficiency, the work does not discuss the
energy input maximization. By changing the converter input and out-
put conditions (when adopting a MPPT algorithm, for example), the
converter efficiency shall not be the same. The ideal analysis shall take
into consideration a global efficiency (input power maximization, power
losses and delivered power to the load).

With the growth in the number of launches of nanosatellites,
companies have started to design and commercialize subsystems. Two
companies may be mentioned, specially for their advanced EPS archi-
tecture design: GOMspace and Clyde Space. The GOMspace offers
the NanoPower P31u, able to power spacecrafts from 1W to 30W, ba-
sed on a boost converter to operate the solar panels. The subsystem
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has two Lithium-Ion batteries attached to it, with nominal voltage
of 8V. It is provided with many features as: battery under-voltage
and over-voltage protection, two regulated power buses (5V and 3.3V),
onboard microcontroller with I2C interface, a digital MPPT, among
others (GOMSPACE, 2017). The Clyde Space 3G EPS is also provided
with MPPT, battery under-voltage and over-voltage protection and it
also has a dedicated onboard microcontroller with I2C interface. On
the other hand, it uses the concept of battery daughter boards, with no
batteries attached to the EPS PCB. It has three regulated output buses
(3.3V, 5V and 12V) (CLARK, 2014). Both GOMspace and Clyde Space
EPS designs show the market trend of operating solar panels through
boost regulators, added to a MPPT block. The drawback from both
companies is to make not clear from the subsystem manual what is the
MPPT control strategy and whether it allows parameters changes.

Although most of these works present their EPS efficiency analy-
sis, none of them discusses and compares different hardware circuit
architectures. Most analysis are presented after arbitrarily choosing
an EPS architecture, without presenting reasons for that decision, and
even worse, without a discussion that relates the EPS architecture, the
design complexity, and mission requirements. Therefore, this chapter
aims to cover this literature gap comparing the most adopted nanosa-
tellite EPS hardware architectures and discussing the circuit influences
on the subsystem overall efficiency.

2.3 FLORIPASAT EPS OVERVIEW

This work discusses four different EPS architectures in order to
comprehend their particularities regarding the solar panel operation
and energy management. However, before going to the circuits analy-
ses, it is important to contextualize the EPS development. All four
architectures have been designed in the context of FloripaSat project,
an 1U CubeSat. The FloripaSat subsystems development has been pla-
ned in four phases: prototypes, engineering model 1, engineering model
2 and flight model. During the first phase (prototypes), four EPS dif-
ferent architectures have been proposed. The decision was to design,
simulate and implement all of them in this preliminary phase, in order
to compare the theoretical and experimental results. This decision has
allowed to better comprehend the circuits in order to properly choose
the solution for the FloripaSat project next phases.

The EPS architectures have many circuit blocks in common.
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They are presented in this section, before moving for their particu-
larities analysis. Figure 4 shows a block diagram of the directly cou-
pled EPS, with the circuit blocks present in the remaining architectures
shadowed.

Figure 4: Directly coupled EPS block diagram.

All EPS architectures have been designed to operate six solar
panels. Each EPS architecture has its own solar panels prototype set,
because they differ in their maximum power point, as explained in
Section 2.8. They all use the same solar cells (KXOB22-12X1L) (IXYS’,
2016). Also, all solar panels contain the same number of solar cells (40
in total) in order to allow a fair energy harvesting capability comparison
among the EPS architectures.

The FloripaSat CubeSat adopts the concept of distributed pro-
cessing. All nanosatellite subsystems have their own microcontroller
to manage their tasks. These microcontrollers communicate with each
other through an I2C bus in a master-slave mode. Therefore, all propo-
sed EPS architectures have their own microcontroller (MSP430F6659).
The MSP430 was chosen because of its low energy consumption and
because it has already been successfully qualified in space by other
nanosatellites’ missions (Skycube, ZaCUBE-1 and Delfi-n3Xt). This
microcontroller may actuate on some satellite dc-dc converters in order
to enable/disable them. In critical situations (extremely low energy
levels and/or OBDH failures condition), the EPS may disable the con-
verters independently, managing the stored energy. However, in normal
conditions, the EPS microcontroller works on slave mode.

Besides this, the EPS microcontroller is responsible for perfor-
ming measurements, processing the collected data, and sending the
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data to other satellite microcontrollers. All EPS architectures perform
solar panels current measurement through a shunt resistor and a vol-
tage amplification circuit. Also, the solar panels voltage are measured.
Both solar panels current and voltage data is acquired by the micro-
controller internal ADC.

Furthermore, the four EPS are also provided with a battery mo-
nitoring fuel gauge chip. This component plays an important role in the
system. It is responsible for monitoring the CubeSat’s battery status.
Based on the information collected by this chip, the OBDH task sche-
duler may perform the decisions involving energy constraints. This chip
communicates with the dedicated EPS microcontroller via the 1-Wire
protocol. The information is than distributed to the other satellite’s
subsystems via the I2C protocol.

Finally, the battery is also the same for all EPS architectures.
One remark here is that the EPS MPPT with the boost regulator uses
two batteries connected in series. The other three architectures have
only one battery cell. It is a Lithium-Ion battery with nominal voltage
of 3.7V and capacity of 3Ah (ICR18650-30A) (Samsung SDI Co. Ltd.,
2007). Lithium-Ion batteries have been widely used in space applicati-
ons due to their high charge density and low mass when compared to
other battery technologies.

2.4 DIRECTLY COUPLED

The EPS directly coupled circuit is the simplest energy harves-
ting architecture. It requires few components, which reduces energy
losses when compared to other architectures. Although it is known as
”directly coupled”, there are some protection components between the
solar panels and the battery. However, these are passive components,
which do not perform active control over the solar panels. Consequen-
tly, the solar panels may not continuously operate on their maximum
power point. This is an interesting trade-off between design simpli-
city (and low power consumption) against no input power maximiza-
tion (SLONGO et al., 2014).

Figure 5 shows the simplified EPS circuit diagram. This figure
shows the architecture with only one solar panel, for the sake of simpli-
city. However, there are six solar panels, which are connected in paral-
lel, in the point between the resistor RSsp and the MOSFET M1. The
diode connected to the solar panel avoids negative currents flowing th-
rough it when it is in shadow (the satellite is passing behind the Earth,
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which blocks the Sun light). The RSsp resistor is used for solar panel
current measurement. The MOSFETs M1 and M2 compose the battery
circuit protection, controlled by the battery monitoring chip. Finally,
the RSbat resistor is used to measure the battery current. Equations
2.1 and 2.2 show the solar panel dependency on battery voltage.

Solar
Panel

Load
Battery

Battery
Monitor

VD VRSsp
VM1 VM2

VRSbat

VbatVsp VLoad

Isp IbatILoad

VRSload

Figure 5: EPS simplified circuit diagram.

Vsp = Vbat + Vdrop (2.1)

where Vsp is the solar panel voltage, Vbat is the battery voltage and
Vdrop is the voltage drop over the components between the solar panel
and the battery.

Vdrop = VD + VRSsp + VBD + VDS + VRSbat (2.2)

where VD is the diode voltage drop, VRSsp is the solar panel shunt
resistor voltage drop, VBD = VM1 is the body diode voltage drop of the
first battery protection MOSFET, VDS = VM2 is the second battery
protection MOSFET drain to source voltage drop and finally VRSbat

is the battery shunt resistor voltage drop. The voltage drop over the
diode, the shunt resistors and the MOSFETs are current dependent.
Thus, every right term of the Equation 2.2 may be redefined, starting
from VD:

ID = IS

(
e

(
VD
nVT

)
− 1

)
(2.3)
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where ID is the diode current in forward bias polarity, IS is the satu-
ration current, n is the ideality factor ranging between 1 and 2 and VT
is the thermal voltage defined by Equation 2.4.

VT =
kT

q
(2.4)

where k is the Boltzmann constant, T is the temperature in Kelvin and
q is the electron charge. Considering ID >> IS Equation 2.3 may be
simplified to Equation 2.5:

ID ' ISe
VD
nVT (2.5)

From Equation 2.3 VD may be obtained, as shown in Equation
2.6:

VD = nVT ln
ID
IS

(2.6)

However, ID is equal to the solar panel current Isp. Finally the
following equation is obtained:

VD = nVT ln
Isp
IS

(2.7)

The voltage over the shunt resistor is directly obtained from
Ohm’s Law as shown in Equation 2.8, where RRSsp is the shunt resistor
through which flows the solar panel current Isp.

VRSsp = RRSspIsp (2.8)

For the circuit under study two n-channel MOSFET operate as
switches to protect the battery against over current, overvoltage and
undervoltage through the battery monitoring IC (Figure 5). Similarly
to the VD, the VBD may be defined as Equation 2.9. It is important
to note that the MOSFET body diode not necessarily has the same
fabrication parameters as the aforementioned diode. This implies in a
different n (nBD) and IS (ISBD). Also, the current flowing through
this diode is not the same. From Figure 5 it is clear that the body
diode current is Ibat. Thus:

VBD = nBDVT ln
Ibat
ISBD

(2.9)

Furthermore, the MOSFET’s drain to source current IDS is given
by Equation 2.10.
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IDS = k′n
W

L

[
(vGS − Vt)VDS −

1

2
V 2
DS

]
(2.10)

where k′n = µnCox is the transconductance parameter determined by
the fabrication technology, W/L is the channel aspect ratio, vGS is the
gate to source voltage, VDS is the drain to source voltage and Vt is the
threshold voltage. Assuming that VDS is considerably small, the term
V 2
DS may be neglected resulting in Equation 2.11:

IDS ' k′n
W

L
(vGS − Vt)VDS (2.11)

This equation shows a linear relation between IDS and VDS . Re-
writing Equation 2.11 the RDSON may be defined, which is a common
parameter found in MOSFET datasheets:

RDSON =
VDS

IDS
=

1

k′n
W
L (vGS − Vt)

(2.12)

Therefore:

VDS = RDSONIDS =
IDS

k′n
W
L (vGS − Vt)

=
Ibat

k′n
W
L (vGS − Vt)

(2.13)

The voltage over the battery shunt resistor is also directly obtai-
ned from Ohm’s Law as shown in Equation 2.14, where RRSbat is the
shunt resistor through which flows the battery current Ibat.

VRSbat = RRSbatIbat (2.14)

Finally, Equation 2.2 may be rewritten from Equations 2.7, 2.8,
2.9, 2.13 and 2.14 as follows:

Vdrop (Isp, Ibat) = nVT ln
Isp
IS

+RRSspIsp + nBDVT ln
Ibat
ISBD

+
Ibat

k′n
W
L (vGS − Vt)

+RRSbatIbat

(2.15)

Equations 2.2 and 2.1 shows that the solar panel voltage de-
pends on battery voltage Vbat. This requires a good matching between
the solar panel maximum power point voltage and the battery nominal
voltage (see Section 2.8). Solar panel voltage also depends on battery
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(a) Prototype 3D image. (b) Prototype photo.

Figure 6: Directly coupled EPS prototype.

current Ibat and solar panel current Isp. The solar panel current Isp de-
pends on temperature, solar irradiance and on its operating point (see
Section 2.8). Therefore, this circuit presents a variable input power
efficiency, which ultimately depends the satellite position in orbit (irra-
diance and temperature) and on battery conditions. Chapter 4 shows
how this battery voltage dependence may be used to maximize the solar
panels power input by controlling the satellite tasks execution. Figure 6
shows a 3D image of the EPS directly coupled architecture PCB as well
as a picture of it.

2.5 VERY LOW DROPOUT VOLTAGE REGULATOR

This EPS architecture has a high efficiency linear regulator between
the solar panel and the load. This figure shows the architecture with
only one solar panel, for the sake of simplicity. However, there are six
solar panels, which are connected in parallel, in the point between the
resistor RSsp and the linear regulator input. From the solar panel point
of view, it may not be considered a controllable circuit. However, it
changes the relation between the battery and the solar panel voltage
when compared to the directly coupled circuit. Figure 7 shows a simpli-
fied circuit diagram of the very low dropout (VLDO) voltage regulator
EPS architecture. The VLDO used in this circuit is a commercial regu-
lator (TEXAS INSTRUMENTS, 2015b). The integrated circuit simplified
internal block diagram is presented in Figure 8.

Differently from the voltage drop analysis proposed in Section 2.4,
this analysis starts from the VLDO regulator dissipated power expres-
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Figure 7: EPS VLDO regulator simplified circuit diagram.

Figure 8: VLDO regulator simplified internal block diagram.
Image source: Component datasheet (TEXAS INSTRUMENTS, 2015b).

sion (Equation 2.16). Equation 2.16, may be rewritten to Equation 2.17
using the circuit parameters shown in Figure 7.

Pvldodiss = (V vldoin − V vldoout)Ivldoout (2.16)

Pvldodiss = (Vsp − VD − VRSsp)(Ibat + ILoad)

−(VBD + VDS + Vbat + VRSbat)(Ibat + ILoad)
(2.17)

However, Pvldodiss may be described by Equation 2.18. Rewri-
ting Equation 2.18 one may obtain Vsp, through Equation 2.19.
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(a) Prototype 3D image. (b) Prototype photo.

Figure 9: VLDO EPS prototype.

RDSONV LDO
I2sp = (Vsp − VD − VRSsp)(Ibat + ILoad)

−(VBD + VDS + Vbat + VRSbat)(Ibat + ILoad)
(2.18)

Vsp =
RDSONV LDO

I2sp
Ibat + ILoad

+VD+VRSsp+VBD+VDS+Vbat+VRSbat (2.19)

Although Equation 2.19 is a long expression, one important con-
clusion may be stated: The load current (ILoad) strongly affects the
solar panel voltage. This fact may be used to control the solar panel
operation point by allowing the satellite to executing more or less tasks.
Figure 9 shows a 3D image of the VLDO EPS prototype architecture
PCB as well as a picture of it.

2.6 MAXIMUM POWER POINT TRACKER - BOOST REGULA-
TOR

From all architectures presented in this work, this one is suppo-
sed to present the best MPP tracking performance. It is provided with
a boost regulator between the solar panel and the load. Figure 10 shows
the EPS boost regulator simplified circuit diagram. In this figure, only
one power input channel is shown, for the sake of simplicity. However,
there is one boost controller for each pair of solar panels connected in
parallel. The solar panels connection occurs between the RSsp and the
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boost regulator. This results in three boost regulators controlling six
solar panels. The regulator voltage output is imposed by the battery
voltage. Therefore, by changing the PWM duty cycle, the solar panel
voltage changes. This is the principle to control the solar panel voltage,
in order to keep it as close as possible to the Vmpp.

Solar
Panel

Load
Battery

Battery
Monitor

VD VRSsp
VM1 VM2

VRSbat

VbatVsp VLoad

Isp IbatILoad

VRSload

Boost
Converter

PWM

Figure 10: EPS MPPT boost regulator simplified circuit diagram.

This is the only circuit presented in this work that has two
Lithium-Ion cells connected in series. Therefore, the converter must
step up the solar panel voltage. For the sake of simplicity, the voltage
drops over the diode, the solar panel shunt resistor, the MOSFETs and
the battery shunt resistor will be neglected. Later in this analysis, they
will be re-introduced into the final equation that describes the solar
panel voltage and the circuit parameters.

The circuit of Figure 11 will be analyzed in two stages: first
considering the switch S closed, and than considering it opened. For
this, the inductor average voltage is considered to be null. Figure 12
shows the boost circuit in its first analysis stage, where the switch S
is considered closed and the inductor voltage VL equals the solar panel
voltage Vsp (Equation 2.20).

VL = Vsp (2.20)

For the second stage analysis, the switch S is opened. The energy
stored in the inductor than is discharged, flowing through the diode,
and causing the VL to change its polarity. Figure 13 shows the second
stage circuit analysis, considering ideal components (diode conducting
as a wire). In this case the inductor voltage is described by Equa-
tion 2.21.
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Figure 11: Boost regulator simplified circuit diagram.

Vsp Cin

L

Cout Vbat

Isp

Figure 12: Boost regulator first stage analysis.

Vsp Cin

L

C out Vbat

Isp

Figure 13: Boost regulator second stage analysis.

VL = Vsp − Vbat (2.21)

As presented in Figure 10, the switch S is controlled by a PWM
signal, generated by the EPS microcontroller. This signal has a duty
cycle D, ranging from 0 to 1, representing the percentage of time for
which switch S stays closed. This PWM signal has an operating fre-
quency fD, and consequently a period TD. Therefore, one may define
the period for which the switch S stays closed as DTD and the pe-
riod for which it stays opened as (1 − D)TD. Considering the circuit
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two stages analysis, the average inductor voltage may be described by
Equation 2.22.

VL =
1

TD

(∫ DTD

0

Vsp dt+

∫ TD

DTD

Vsp − Vbat dt
)

(2.22)

Solving Equation 2.22 through equations 2.23 and 2.24, one may
obtain the Equation 2.25.

VL =
1

TD
[Vsp ·DTD + (Vsp − Vbat)(TD −DTD)] (2.23)

VL = Vsp ·D + Vsp − Vsp ·D − Vbat + Vbat ·D (2.24)

VL = Vsp + Vbat(D − 1) (2.25)

As the inductor average voltage VL is considered null along the
period T , Equation 2.25 implies in Equation 2.26, which leads to Equa-
tion 2.27.

Vsp + Vbat(D − 1) = 0 (2.26)

Vsp = Vbat(1−D) (2.27)

From Equation 2.27 one may introduce the voltages drop over
the diode (VD), the solar panel shunt resistor (VRSsp), the MOSFETs
(VBD and VDS) and the battery shunt resistor (VRSbat) presented in
Figure 10. Also, recalling Equation 2.2, the Equation 2.27 may be
redefined as Equation 2.28 and finally into Equation 2.29.

Vsp − VD − VRSsp = (Vbat + VRSbat + VBD + VDS)(1−D) (2.28)

Vsp = VD + VRSsp + (Vbat + VRSbat + VBD + VDS)(1−D) (2.29)

Equation 2.29 could be used as the solar panel control rule in or-
der to establish the Vmpp. However, this is a relative complex equation
to be executed in real time. Therefore, a simpler strategy is adopted



60

(a) MPPT boost EPS 3D image. (b) MPPT boost EPS photo.

Figure 14: MPPT boost EPS.

to control the solar panel voltage, which is the Perturb and Observe
MPPT algorithm. This formulation, however, is useful to the simula-
tion implementation discussed in Section 2.10.

Another important conclusion from this mathematical descrip-
tion is that, although the battery voltage appears on Equation 2.29,
the parameter D allows controlling the solar panel voltage for different
values of Vbat. Therefor, when battery voltage changes, the micro-
controller may actuate changing D, keeping the solar panel voltage on
MPP, independently from battery voltage. Figure 14 shows a 3D image
of the MPPT boost EPS architecture PCB as well as a picture of it.

2.7 MAXIMUM POWER POINT TRACKER - INTEGRATED CIR-
CUIT

This circuit has many similarities with the MPPT boost regula-
tor EPS architecture. It also adopts a boost converter between the solar
panel and the load. As well as for the architecture presented above, the
solar panels are controlled in pairs (two solar panels connected in pa-
rallel and controlled by one boost regulator). However, this converter
is built-in an integrated circuit (STMICROELECTRONICS, 2017). More
than a converter, the chip implements the Perturb and Observe algo-
rithm in hardware, to operate the solar panels on their MPP. Figure 15
shows the simplified circuit diagram of this architecture.

The formulation for this architecture is exactly the same as the
one already presented in Section 2.6. The only remark here is that the
PWM control is not performed externally by the EPS microcontrol-
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Figure 15: EPS MPPT IC simplified circuit diagram.

ler, as in the other MPPT architecture. The solar power calculation
is performed inside the MPPT chip, by measuring the solar panel vol-
tage (internal ADC) and current (through the resistor shunt VRSmppt).
Also, the perturbation caused on the solar panel voltage is determined
by hardware, in the chip. This solution reduces the EPS microcontroller
computation needs, however, it does not allow any modification/impro-
vement on the control strategy.

Since the integrated chip is a boost regulator, the solar panels
operating voltage shall be lower than for the other architectures. The-
refore, a 4 by 10 has been implemented (see Section 2.8.1). Also, as
any other boost regulator, its efficiency varies with its power output
level. Due to the regulator power losses, it has been proved that it is
not efficient for ultra low power applications (∼100mW output power
range) (FR0HLICH; BEZERRA; SLONGO, 2015). However, for the Cube-
Sat power consumption range, this may be considered an appropriate
option to reduce the PCB design complexity and the microcontroller
computational effort. Figure 16 shows a 3D image of the MPPT inte-
grated circuit EPS prototype architecture PCB as well as a picture of
it.

2.8 INPUT POWER MODEL AND SIMULATIONS

2.8.1 Solar panel

All circuits proposed in this chapter indirectly or directly operate
solar panels. Therefore, a solar panel mathematical model is presen-
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(a) Prototype 3D image. (b) Prototype photo.

Figure 16: MPPT integrated circuit EPS prototype.

ted in this section (ERDEM; ERDEM, 2013) (BELLIA; YOUCEF; FATIMA,
2014). This model allows comprehending the EPS power input beha-
vior as well as guides the EPS solar panel control circuit design. The
solar panel is made of solar cells, connected in series or/and in parallel.
Therefore, the presented model firstly focuses on describing a singles
cell, and latter on modeling their different connection combinations.

An ideal solar cell can be modeled by a diode (D) in parallel with
a current source (I). A more realistic model includes a parallel (Rp)
and a series (Rs) resistors to consider non-idealistic power losses. The
solar cell equivalent circuit is shown in Figure 17, where Iph is the photo
generated current, ID is the diode current, IRp

is the parallel resistor
current, Ic is the solar cell current and Vc is the solar cell voltage. From
the circuit, Equation 2.30 may be defined.

I D Rp

Rs

+

−

Vc

Ic

ID

Iph

IRp

Figure 17: Solar cell equivalent circuit.
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Ic = Iph − ID − IRp
(2.30)

The current Iph may be obtained from the solar panel short cir-
cuit current Isc, for a given solar irradiance E and solar cell temperature
Tc, as described in Equation 2.31.

Iph = Isc
E

E0
[1 + ∆Isc(Tc − T0)] (2.31)

Where E0 is the solar irradiance for which Isc has been obtained
(normally 1000 W/m2), T0 is the temperature for which Isc has been
obtained (normally 25oC), ∆Isc is the coefficient that expresses the
Isc variation with temperature. All these parameters may be obtained
from the solar cell datasheet.

The diode current may be expressed by Equation 2.32, where
IS is the saturation current, q is the electron charge, n is the diode
ideality factor, k is the Boltzmann constant and Tc is the solar cell
temperature (KASAP, 2006) (BELLIA; YOUCEF; FATIMA, 2014).

ID = IS

(
e

−q(Vc+IcRs)
nkTc − 1

)
(2.32)

Analyzing the circuit of Figure 17 one may obtain the parallel
resistor current IRp

, which is defined in Equation 2.33.

IRp
=
Vc + IcRs

Rp
(2.33)

Combining equations 2.31, 2.32, 2.33 with Equation 2.30, the
solar cell current-voltage relation may be described in therms of circuit
parameters, as described in Equation 2.34.

Ic = Isc
E

E0
[1 + ∆Isc(Tc − T0)]− IS

(
e

−q(Vc+IcRs)
nkTc − 1

)
−V + IcRs

Rp

(2.34)

In the proposed model, Equation 2.34 has been implemented in
MATLAB to generate the solar cell I-V current for a given temperature
and irradiation. This model may be expanded to express the solar
panel I-V, by combining multiple solar cells. Since every proposed
EPS architecture has a different strategy to operate the solar panels,
different combinations of solar cells have been implemented. Every
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circuit architecture proposed in this chapter have been tested with a
dedicated prototype solar panel. Both the EPS as the solar panels
were designed aiming to harvest the maximum amount of energy as
possible. Table 1 resumes the solar panels configuration for each EPS
architecture, where Voc is the solar cell open circuit voltage; Isc is the
solar cell short circuit current; Vmpp is the solar cell maximum power
point voltage and Impp is the maximum power point current. The cells
connections are described with the notation a× b, which means a cells
connected in series with b branches connected in parallel.

Table 1: Solar panel configuration for each EPS architecture.

EPS Cells Voc Isc Vmpp Impp

DC 8 x 5 5.04V 250mA 4.0V 223.0mA
VLDO 10 x 4 6.30V 200mA 5.0V 178.4mA
MPPT chip 4 x 10 2.52V 500mA 2.0V 446.0mA
MPPT boost 10 x 4 6.30V 200mA 5.0V 178.4mA

The solar panels are made from commercial off-the-shelf solar
cells (SolarBITs, from IXYS’ - model KXOB22-12X1F) (IXYS’, 2016).
The usage of these simple and relatively cheap solar cells allows quick
and inexpensive circuit validation. The solar panel is designed to con-
nect SolarBITs in series and/or parallel to perfectly meet the circuits
requirements, aiming input energy maximization (see Figure 18). All
solar panels have 40 solar cells, therefore, the power generation capa-
bility is the same for all of them.

After mathematically describing the solar panel I-V relation, the
circuit parameters must be defined in order to simulate the solar panel
behavior. An important remark is that the circuit parameters change
according to the solar panel temperature and irradiance level. The-
refore, using only one set of components to model the solar panel for
all temperature and irradiance levels leads to an imprecise model. In
the other hand, to calculate circuit parameters for all the possible ir-
radiance and temperature values is impracticable. Therefore, a layered
technique is proposed, dividing the operating solar irradiance range in
three zones, for which the circuit parameters are obtained. The irradi-
ance zones were defined based on the test stand capability to generate
power. Three irradiation boundaries have been defined for each solar
panel model, as shown in Tables 2 to 4. This values have been defined
in order to cover the irradiance level used during the experiments. The
irradiance level is based on the orbit model presented in Section 2.8.2.
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Figure 18: Solar panel prototype photo.

Although the satellite will receive more energy in space, the power le-
vel provided by the test stand is enough to validate the circuits and
compare their efficiency. Then, for each solar panel, three sets of com-
ponents were defined. Tables 2 to 4 summarize the circuit parameters
for each irradiation zone.

Figure 19: Solar panel I-V - 8 by 5 cells - 396W/m2.

The components values have been obtained by fitting the ex-
perimental curve using the Equation 2.34. The experimental curves
have been generated by submitting the solar panels to a known irra-
diance level (measured with a pyranometer) and sweeping the curve
I-V with an electronic load (four quadrant voltage/current source - see
Section 2.11). Figures 19 to 27 compares the experimental and simula-
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Figure 20: Solar panel I-V - 8 by 5 cells - 471W/m2.

Figure 21: Solar panel I-V - 8 by 5 cells - 541W/m2.

ted I-V curves for the different solar panels, under different irradiance
conditions.

Table 2: Solar panel 8 x 5 circuit parameters.

Irradiance[W/m2] Rs[Ω] Rp[Ω] n IS[nA]
396 0.15 378.802 2 136
471 0.15 339.602 2 145
541 0.15 300.402 2 181

Figures 28 and 29 shows examples of solar panel power-voltage
curves with irradiance and temperature variations. From the plots one
may note that the power curves present a maximum value, which is
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Figure 22: Solar panel I-V - 10 by 4 cells - 390W/m2.

Figure 23: Solar panel I-V - 10 by 4 cells - 465W/m2.

Table 3: Solar panel 4 x 10 circuit parameters.

Irradiance[W/m2] Rs[Ω] Rp[Ω] n IS[nA]
414 1.90999 559 2 145
490 1.90999 519.8 2 172
564 1.90999 486.602 2 190

known as the maximum power point (MPP ). For each MPP there
exist a voltage named maximum power point voltage (Vmpp) and a cur-
rent named Impp. Therefore, one of the features of a well designed
EPS is to operate the solar panel as close as possible to its MPP .
The control technique to operate a device on its maximum power point
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Figure 24: Solar panel I-V - 10 by 4 cells - 529W/m2.

Table 4: Solar panel 10 x 4 circuit parameters.

Irradiance[W/m2] Rs[Ω] Rp[Ω] n IS[nA]
390 0.15 310.202 2 145
465 0.15 231.802 2 154
529 0.15 339.602 2 172

Figure 25: Solar panel I-V - 4 by 10 cells - 414W/m2.

is called maximum power point tracker MPPT . Numerous solutions
have been proposed in order to operate low power solar panels on their
MPP (RAWY et al., 2017) (LOPEZ-LAPENA; PENELLA, 2012) (ARM-

BRUSTER et al., 2017). In this thesis the perturb and observe (P &
O) technique has been adopted (see Section 2.7). Although it is known
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Figure 26: Solar panel I-V - 4 by 10 cells - 490W/m2.

Figure 27: Solar panel I-V - 4 by 10 cells - 564W/m2.

from the literature that this is not the most efficient technique, it was
chosen due to its high cost-benefit ratio regarding precision and imple-
mentation simplicity (SUNDARESWARAN et al., 2016) (KILLI; SAMANTA,
2015).

2.8.2 Satellite orbit

The amount of energy that a satellite is able to extract from
space determines the electrical load it is capable to supply. Considering
the sunlight as the nanosatellite energy source, the factors that mostly
affect the power input are the solar panel area, the solar panel efficiency
and, the satellite orbit. These parameters are considered on a model
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Figure 28: P-V curves with irradiance variation.

Figure 29: P-V curves with temperature variation.

that estimates the CubeSat’s instantaneous available power.
The first parameter to be considered is the orbit altitude, which

is part of the mission definition. For the FloripaSat project the as-
sumed altitude is 310 km. Second parameter, also determined by the
launcher, is the Sun-orbit-plane angle (β). When this angle is equal
to zero, the period that the satellite stays in the Earth shadow achie-
ves its maximum and the satellite shall orbit in the Equatorial Plane.
Table 5 shows the parameters for the orbit period calculation (Equa-
tion 2.35). Equation 2.36 allows an estimation of the period the satellite
stays in the Earth shadow. Some approximations were adopted for this
calculation: the satellite orbit is considered as a circle and the Earth
shape as a perfect sphere (ABOUEL-FOTOUH et al., 2006) (MOCANU et

al., 2009) (JACOBSEN, 2011).
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torbit = 2π(R+ h)

√
(R+ h)

GM
(2.35)

tsh =
torbit
π

arccos


√

1−
(

R
R+h

)2
cos(β)

 (2.36)

Table 5: Orbit simulation parameters.

Symbol Parameter Value Unit
G Gravitational constant 6.67× 10−11 N(m/kg)2

M Earth’s mass 5.97219× 1024 kg
R Earth’s radius 6,371 km
h Satellite altitude 310 km
β Orbit angle 0 rad

From the equations 2.35 and 2.36 and from the values presented
in Table 5 the orbit and the shadow period were determined: torbit =
5434.67s = 90.58min and tsh = 2188.29s = 36.47min. In order to
estimate the CubeSat power input, the orbit was divided into zones, as
described in Figure 30. This division was based on the CubeSat angular
position in orbit (θ). Using a form factor, it is possible to calculate the
percentage of the solar panels illuminated by the sun for each θ, and
consequently, the nanosatellite instantaneous input power P (θ). The
zones have been defined according to the orbit angular position. There
are two angles to define the position that the satellite stays in shadow:
θs and 2π − θs. The angle θs is defined in Equation 2.37.

θs = arcsin

(
R

R+ h

)
(2.37)

The proposed orbit model also considers the rotation around the
satellite z axis. The model assumes that the attitude control system is
able to keep one satellite face always pointing to the Earth. This adds
two more parameters to the model: the rotation form factor angle α and
the satellite rotation per minute φ. Both parameters α and φ strongly
depends on the ADCS control strategy. Although α could assume
values from 0 to 2π, the form factor repeats every π/4 step. Figure 31
shows a sequence of 8 CubeSat counter clockwise movements around ’z’
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Figure 30: CubeSat orbit zones.

axis, with a step of 15 degrees between them. From this figure, one may
note that the solar panel area hit by the solar irradiance in positions
1 and 7 is equal. The same occurs for positions 3 and 5, and also for
positions 2, 6 and 8. Therefore, a rotation form factor coefficient ψ
(ranging from 0 to 1) is adopted to redefine α, considering the form
factor periodicity effect (Equation 2.38).
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Figure 31: CubeSat rotation around ’z’ axis.
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α =



ψ2π if 0 < ψ ≤ 0.125

π/4− (ψ − 0.125)2π if 0.125 < ψ ≤ 0.25

(ψ − 0.25)2π if 0.25 < ψ ≤ 0.375

π/4− (ψ − 0.375)2π if 0.375 < ψ ≤ 0.5

(ψ − 0.5)2π if 0.5 < ψ ≤ 0.625

π/4− (ψ − 0.625)2π if 0.625 < ψ ≤ 0.75

(ψ − 0.75)2π if 0.75 < ψ ≤ 0.875

π/4− (ψ − 0.875)2π if 0.875 < ψ ≤ 1

(2.38)

After defining α, geometry equations were adopted to mathe-
matically express the solar panels area illuminated by the Sun (Equa-
tion 2.39). These equations are valid for θ ranging from 0 to 2π. Table 6
shows the parameters to compute the nanosatellite instantaneous power
input. These parameters depends on the solar panels characteristics
and on the satellite position in orbit. The solar panels characteristics
are known from the solar cells datasheet and from the solar panel me-
chanical dimensions. Figure 18 shows a picture of a FloripaSat solar
panel prototype.

P (θ, α) =



0 if 0 < θ ≤ θs
0 if (2π − θs) < θ ≤ 2π

sin(θ)(Pcsin(α)

+Pcsin(π/2− α)) if θs < θ ≤ π/2
sin(θ)(Pcsin(α)

+Pcsin(π/2− α))− Pccos(θ) if π/2 < θ ≤ π
−sin(θ)(Pcsin(α)

+Pcsin(π/2− α))− Pccos(θ) if π < θ ≤ 3π/2

−sin(theta)(Pcsin(α)

+Pcsin(π/2− α)) if 3π/2 < θ ≤ (2π − θs)
(2.39)

Where Pc is the solar panel power capability, defined by Equa-
tion 2.40.

Pc = ηAE (2.40)
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Where η is the solar panel efficiency and E is the solar irradiance
in space.

Table 6: Solar panel simulation parameters.

Symbol Parameter Value Unit
A Solar panel area 616× 10−5 m2

E Solar irradiance 1, 353 W/m2

η Solar panel efficiency 0.186 -
α Rotation angle 0 to 2π radian
φ Satellite RPM variable -

Finally, it is important to mention that when α = π/4 and φ = 0
the energy input is maximized (see the green curve in Figure 32). Howe-
ver, this would demand an extremely precise control strategy. Figu-
res 32 to 34 show the satellite input power simulation for three different
conditions:

• φ = 0 and α = π/4 : no rotation around z axis, optimum α to
maximize energy input;

• φ = 0 and α = 0 : no rotation around z axis, α assuming its
worst value;

• φ = 1 and α = varying : 1 rotation per minute around z axis
and α assuming all possible values due to the satellite rotation
around the satellite z axis;

All plots from figures 32 to 34 have their abscissas expressed in
degrees, assuming values that may range from 0 to 360. This occurs
due to the assumed circular movement of the satellite around the Earth.
In order to express the occurrence of multiple orbits, the plots on this
thesis may have their abscissas expressed in seconds or minutes. The
angle to time conversion is based on Equation 2.35 (that calculates
the orbit time) and on the assumption that the satellite has a constant
angular velocity along the orbit. Then, using a simple linear conversion,
it is possible to relate angle position with time along the satellite orbit.
Figure 35 is an example of this angle to time conversion to express a
magnitude varying over three orbits.

Figure 32 shows the effect of the satellite flight dynamics in power
generation. All three different flight conditions present two discon-
tinuity points on their power curve, which occurs when the satellite
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enters/leaves the shadow zone. This discontinuity is caused by the mo-
del approximation that does not consider the penumbra region, which
would result in a smother transition from shadow to illuminated zone.
From Figures 33 and 34 one may note that the higher the satellite rota-
tion around its own axis, the more lobes appear on the curve. Although
this model is an approximation for the satellite flight dynamics, it is
coherent with recent and more complex formulation (LEE et al., 2015).
Besides this, the focus of this work is to compare the EPS architec-
tures’ efficiency, therefore, the power input approximation facilitates
the experiments implementation and does prejudice the comparative
analysis.

Figure 32: Satellite power input for different flight dynamic conditions.

Table 7: Satellite input power for different dynamic flight conditions.

α φ Porbavg Porbmax

varying 1 1.3108W 2.6850W
0 0 1.1355W 2.1923W
π/4 0 1.4014W 2.6850W

Table 7 shows the average (Porbavg ) and the maximum power
(Porbmax

) along the orbit for the three different flight dynamic conditi-
ons. The worst case scenario has been adopted to emulate the irradi-
ance behavior experimentally. The condition where φ = 0 and α = 0
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Figure 33: Satellite power input plot zoomed.

Figure 34: Satellite power input for φ = 0.2.

has been reproduced by the current source that controls the test stand
LEDs in order to generate light for the tests (see Section 2.11).

2.9 SATELLITE POWER CONSUMPTION DESCRIPTION

This section describes the FloripaSat engineering model power
consumption. From this description, a current curve has been imple-
mented to operate as an emulated load for the EPS architectures tests.
The description is based on the subsystems’ circuit blocks power con-



77

sumption, which have been calculated from the components’ datashe-
ets.

2.9.1 On Board Data Handling - OBDH

The OBDH is responsible for managing the nanosatellite tasks.
It communicates with the remaining subsystems via the I2C protocol
operating as the system master. The OBDH has functions as: sensors
measurements, data processing, data storage, etc. These functions are
performed by circuit blocks or components. The power consumption
of each circuit block/component is presented in Table 8. The power
consumption is calculated multiplying the OBDH voltage bus (3.3V)
by the current consumed by each circuit block/component. Some com-
ponents are internally powered with different voltages, and their power
consumption are calculated with the equations provided in their da-
tasheets.

For this power consumption estimation the OBDH tasks under
execution have been considered in continuous operation. Sensors me-
asurements, for example, are not continuous, they occur by sampling.
However, distributing the tasks in time to compute their combined
power consumption would request a complex analyzes of the system.
Since these power consumption variations represent a very small per-
centage (less than 1%) on the total satellite power consumption, the
worst case scenario have been considered.

2.9.2 Battery heater

The batteries that store the satellite harvested energy shall ope-
rate within a certain temperature range (from -20oC to 60oC) (Samsung

SDI Co. Ltd., 2007). Nanosatellite thermal analyzes show that lower
temperatures than -20oC may be achieved in space environment (FI-
LHO et al., 2016). Therefore, the FloripaSat is provided with a battery
heater, which consists of two thin film heaters (resistances). Based on
the thermal analyzes performed for the FloripaSat, one concludes that
nearly 3W are necessary to warm up the batteries along the period
that the satellite stays on Earth’s shadow. Therefore, this power con-
sumption is also emulated for the EPS architecture tests, as shown in
Figure 35. In this power consumption description the heaters voltage
were considered constant (5V).
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Table 8: On Board Data Handling power consumption.

Component Quantity Current [mA] Power [mW]

IMU (MPU-9250) 1 3.7 a 12.21
IMU (BMX055) 1 5.7 b 18.81
Voltage reference 1 0.026 c 0.0008

Operational amplifier 4 0.2 d 2.64
External watchdog 1 0.025 e 0.0825

microSD 1 0.25 f 0.825
Non-volatile memory 3 0.05 g 0.495

Microcontroller 1 8.39 h 57.1134
Current amplifier 1 0.23 i 2.277

Shunt (0.05Ω) 1 19.271 0.01857
Total 94.47

a (INVENSENSE, 2016)
b (BOSCH SENSORTEC, 2014)
c (TEXAS INSTRUMENTS, 2015a)
d (TEXAS INSTRUMENTS, 2016c)
e (TEXAS INSTRUMENTS, 2015c)
f (ENVOY DATA MEMORY, 2009)
g (ISSI, 2014)
h (TEXAS INSTRUMENTS, 2013)
i (MAXIM INTEGRATED, 2012)
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Figure 35: Battery heater current.

2.9.3 Telemetry, Tracking and Command - TT&C

The FloripaSat nanosatellite is provided with two radios: the
transceiver and the beacon. These radios are part of the TT&C subsys-
tem. The transceiver radio is controlled by the OBDH microcontroller,
and it is responsible by sending to the ground stations the satellite main
data package. The transceiver may operate periodically, or may send
data by the ground station request. The beacon has its own dedica-
ted microcontroller, and it is responsible by sending the satellite vital
information to the ground station. It operates only in periodic mode.

For this power consumption estimation, the beacon radio is con-
sidered to send data every 60s, being active for 0.6s. The transceiver
is considered to be active once per orbit, communicating for 10min.
Table 9 summarizes the TT&C power consumption. The beacon mi-
crocontroller is the same that the OBDH one. Their power consumption
have been considered the same. Also, it is important to note that only
one radio is communicating at a time.

Finally, Figure 36 shows the FloripaSat OBDH and TT&C com-
bined current consumption. From that figure, one may note a conti-
nuous current (the sum of OBDH components and TT&C microcon-
troller), and two different current pulses (the transceiver and beacon
communication).
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Figure 36: FloripaSat subsystems current - zoomed.

2.9.4 Electrical Power System

This section describes the EPS MPPT boost regulator power
consumption (FloripaSat EPS engineering model). This power con-
sumption is not considered for the EPS architectures tests (emulated
current load of Figure 36), since it takes part on the EPS efficiency eva-
luation. Every single architecture has its own components and strategy
to control the solar panels, which leads to more or less energy consump-
tion. Therefore, the test condition would not be the same if the EPS
architectures power consumption were part of the nanosatellite emu-
lated electronic load. However, an example of this subsystem power
consumption is presented in Table 10, only for the sake of comparison
to the remaining nanosatellite subsystems.

The voltage regulator 5420 in Table 10 powers the digital blocks
of the TT&C and of the EPS, therefore its consumption may be conside-
red constant. In the same way, the voltage regulator 5410 consumption
is considered constant, since it powers the OBDH digital blocks. Fi-
nally, the voltage regulator 54540 powers the radios power amplifiers,
and for this reason its power consumption is dynamic.

Considering all the power consumption presented in last secti-
ons, it is important to mention that not all these electrical load shall be
triggered at the same time. This would cause a current peak that the
EPS would not be able to handle. Instead, the nanosatellite shall smo-
othly trigger its tasks. This soft start shall be considered on the mission



82

Table 10: EPS power consumption.

Component Quantity Current [mA] Power [mW]

Voltage reference 1 0.026 a 0.0008
Op-amp 5 0.2 b 0.66

Current amplifier 7 0.23 c 0.759
Timer 555 1 0.250 d 0.825

External ADC 1 0.59 e 1.947
Microcontroller 1 8.39 f 57.1134
Kill-Switches 4 350 3.063 g

Battery monitoring 1 0.135 h 1.134
Battery protection 1 700 10.29 i

5420 regulator 1 49.456 206.588 j

5410 regulator 1 21.281 210.322 k

54540 regulator 2 600 149.032 l

Shunt (0.75Ω) 1 0.2 3
Shunt (0.05Ω) 6 508 12.903

Total 657.6372
a (TEXAS INSTRUMENTS, 2015a)
b (TEXAS INSTRUMENTS, 2016c)
c (MAXIM INTEGRATED, 2012)
d (TEXAS INSTRUMENTS, 2016b)
e (TEXAS INSTRUMENTS, 2016a)
f (TEXAS INSTRUMENTS, 2013)
g (VISHAY, 2011)
h (MAXIM INTEGRATED, 2011)
i (FAIRCHILD SEMICONDUCTOR, 2001)
j (TEXAS INSTRUMENTS, 2008)
k (TEXAS INSTRUMENTS, 2014)
l (TEXAS INSTRUMENTS, 2017)
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planing in order to attend mission requirements without endangering
the Electrical Power System.

2.10 COMPONENTS AND SYSTEM MODELS AND SIMULATIONS

The power input model described in Section 2.8 is an approxima-
tion based on satellite positioning in orbit and on solar panel efficiency.
However, it does not take into consideration the EPS architecture in-
fluences on the solar panel control. This is clear when analyzing the
Equation 2.40, which defines the solar panel power capability as a cons-
tant. Therefore, the goal of this section is to propose a more elaborated
model, considering electrical characteristics of each circuit architecture.

Analyzing the circuit diagram of Figure 5 and equations 2.2, 2.1
and 2.15, one may note that the solar panel voltage depends on circuit
parameters. This figure and equations describe the directly coupled
EPS architecture, however, the same is valid for the remaining archi-
tectures. Therefore, there should be a model that is able to define the
whole electrical power system, considering the following elements: solar
irradiance, solar panel, solar panel operation strategy, power consump-
tion, circuit components, and battery. The solar irradiance and the
solar panel models have been already presented (Section 2.8). The sa-
tellite power consumption has also been defined (see Section 2.9). The
solar panel control strategy has been described in Section 2.6. The-
refore, this section is dedicated to model and simulate the remaining
elements of that list (circuit components and battery) to obtain a more
precise system simulation.

The idea is to simulate the satellite instantaneous power input
using the solar irradiance as the model input. The solar irradiance
may be obtained by the model proposed in Section 2.8.2. From the
solar irradiance values, the system model must be able to calculate:
solar panels voltage, solar panels current, solar panels power, battery
voltage and battery current. It is clear that the solar panel voltage and
current will depend not only on the solar irradiance values but also on
the EPS architecture. Therefore, in order to calculate that values from
the solar irradiance data, the EPS circuit must be modeled.

The EPS architectures have already been mathematically des-
cribed through sections 2.4 to 2.7. Therefore, this section will present
how the components values and control strategies have been defined in
order to simulate the architectures. As the directly coupled architec-
ture is the simplest one, and because its components are present in the
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remaining architectures, its model will be the first to be presented.
Figure 5 is the basis for the circuit description. Starting from the

diode, the first step was to experimentally obtain the n and IS values,
which are present in Equation 2.3. The experimental V − I curve has
been obtained, with a fix temperature of 23oC. However, independently
of n and IS values, Equation 2.3 did not fit to the experimental data.
Two possible reasons for this phenomena has been raised: diode non
ideality and measurement imprecision. To solve this problem, a series
resistance has been added to the ideal diode model. Figure 37 shows
the experimental and simulated curves. Table 11 shows the parameter
used for simulation.

Figure 37: Voltage-current diode curve.

Table 11: Diode parameters experimentally obtained.

n RDs[Ω] IS[µA] Temperature[oC]
1.00404 0.0084 1.3032 23

Next component is the shunt resistor RSsp used to measure the
solar panel current. This component, as well as the RSbat were defined
simply by their resistance values. Each architecture has their shunt
resistors to measure currents flowing through different blocks of their
circuits. Table 12 present the resistor values used for simulation for all
architectures.
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Table 12: Resistances values used for simulation.

Architecture RSsp RSbat RSload RSmppt

DC 50mΩ 20mΩ 50mΩ −
LV DO 50mΩ 15mΩ 50mΩ −
MPPTboost 50mΩ 10mΩ 75mΩ −
MPPTIC 50mΩ 20mΩ 50mΩ 25mΩ

Next components to be modeled are the MOSFETs M1 and M2
from Figure 5. As shown in Equation 2.10, among others, MOSFETs
electrical behavior is dictated by fabrication parameters. Most of them
are not present in components datasheet, therefore, they must be ex-
perimentally obtained. However, before planing any experiment, it is
important to understand these MOSFETs functions and operation sta-
tes. These MOSFETs are controlled by the battery monitoring chip
and shall prevent the battery to be over and under charged. For the
battery used in all proposed architectures, the battery full state voltage
V Fbat is defined to be 4.2V and the battery discharged voltage V Dbat

is defined to be 2.5V. With this values in mind, one may determine all
possible operation for these pair of MOSFETs, as described in Table 13.

Measuring the MOSFETs’ gate voltage and drain source current
for all battery conditions described in Table 13, it has been confirmed
that the MOSFETs operate only in three different forms: blocked (body
diode reverse polarized), conducting (MOSFET in linear region), con-
ducting (body diode directly polarized). The experiments show that
when conducting the MOSFETs operate in the linear region. There-
fore, they are modeled as resistors. The RDSON average experimental
resistance, for the two possible was gate voltage V − g (Vg = 4.3V and
Vg = 9V), was equal 0.00823455Ω (Figure 38). Finally, the MOSFET
body diode has been modeled. The body diode V −I curve is presented
in Figure 39. The body diode parameters are presented in Table 14.
This condition occurs only when the MOSFETs gate voltage is zero,
that is when Vbat < 2.5V.

The battery model is a key component in order to simulate the
whole EPS architecture. Battery modeling is a vast field of research,
with different levels of complexity. Models vary from electrochemical
reactions descriptions to equivalent circuits approximation (CHEN et

al., 2014) (RODRIGUES et al., 2017). Since the goal of this work is to
model the EPS subsystem, the battery model has been adopted from
MathWorks (Generic Battery Block - Simscape Language). It is a
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Figure 38: MOSFET RDSON determination.

Table 14: MOSFET body diode parameters experimentally obtained.

n RDs[Ω] IS[µA] Temperature[oC]
1.89492 0.27 0.126064 23

Figure 39: MOSFET body diode voltage-current curve.

lithium ion battery, for which the parameters have been configured
according to the FloripaSat battery model(ICR18650-30A) (Samsung

SDI Co. Ltd., 2007).
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Finally, the circuit block between the solar panel and the load
has been modeled. For the MPPT boost regulator architecture, the
converter has been modeled as a voltage source controlled by voltage.
The control voltage is used to defined the converter gain, and it is ge-
nerated by the Perturb and Observe algorithm (implemented through
a MATLAB function block). Appendix A shows the directly coupled
and MPPT boost regulator simulation diagram, including all the com-
ponents described in this section.

2.11 EPS TEST STAND

In order to test the EPS architectures a test stand has been pro-
posed. The idea is to emulate the solar irradiance behavior, controlling
high power LEDs through a current source. Four high power LEDs
(100W each) have been used to illuminate the solar panels. In space,
the solar irradiance may be considered constant, and the input power
variation is caused by the satellite dynamic flight. However, in order
to reproduce this behavior in laboratory, it is much easier to vary the
light intensity, then create a motion system for the solar panels. The-
refore, the LEDs current control curve is based on the model presented
in Section 2.8.2. The power input worst case scenario was adopted to
generate the current curve. Figure 40 shows the LEDs current curve for
three consecutive satellites orbit, which has the same behavior as the
satellite power input in space. Although the LEDs do not provide the
same power level as available in space, the provided power is enough
to compare all EPS architectures efficiency.

It is worthy to mention here that all tests performed for this
thesis were based on three orbits experiments. This is the period for
which the batteries are able to continuously power the system. After
nearly three orbits, the EPS switches-off the batteries to avoid under
voltage state. In a real satellite mission, the battery switch-off state is
undesired, but it may occur in failure conditions of the energy harves-
ting subsystem (damaged solar panel, solar panel control block failure,
etc). Normally, the batteries capacity shall be defined to continuously
power the satellite, which demands knowing the satellite power input
and the satellite power consumption. In this thesis, the calculation of
both power input and power consumption are presented (Sections 2.8
and 2.9). The nanosatellite power consumption may be precisely emu-
lated by controlled current sources but, the nanosatellite power input
level could not achieve the one that is observed in outer space, by using
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Figure 40: LEDs current for three consecutive orbits.

LEDs. Besides this, the solar panels adopted for the experiments are
not as efficient as the ones planed for the mission (high cost space
qualified solar panels). Therefore, the decision was to maintain the na-
nosatellite real power consumption and test the EPS architectures for
as long as possible without entering the battery switch-off state, which
resulted in experiments of three orbits.

The LEDs were attached to an aluminum heat-sink with a co-
oler on it, and placed on the top of a wooden case. Besides this, two
coolers have been placed in one side of the case, in order to remove the
heat from over the solar panels. Three solar panels were tested at time,
since not all the six solar panels receive the Sun light simultaneously
in orbit. Figure 41 shows a picture of the test stand. In order to con-
trol the LEDs current, a controllable voltage/current source has been
used (TDK-Lambda GENH 40-19). A LabVIEW control software has
been designed to generate the current curve. The irradiance provided
by the high power LEDs was measured with a pyranometer (SMP6).
This irradiance characterization allows reproducing the same scenario
in simulations.

Besides the LEDs curve generation, the test stand also emulates
the satellite power consumption. It uses a power analyzer (N6705B),
with one channel configured as a four quadrant voltage/current source
to emulate an electronic load. The electronic load is defined with a
constant voltage (emulating the dc-dc converter voltage output) and a
negative variable current. The load’s current depends on the satellite
electrical load specification, as described in Section 2.9. The load cur-
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Figure 41: Test stand.

rent curve is defined by a data vector that may be loaded in the power
analyzer.

The EPS under test is them connected to the computer, through
a UART/USB driver. A debug embedded software is used to send all
the EPS information to the computer via the EPS serial communication
channel. The information is received and saved in the computer for
further processing and analysis.

2.12 RESULTS

This section presents the performance comparisons among all
EPS architectures. A discussion regarding the experimental results on
the three orbit experiment is presented. Also, it compares the expe-
rimental results of each architecture with the simulations described in
Section 2.10.

2.12.1 EPS architectures performance comparison

Figures 42 to 44 compares the solar panels voltages of the four
EPS architectures during the three orbit experiment. From these figu-
res one may note that the solar panel voltage of the MPPT IC architec-
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ture is lower than the remaining ones. This is expected, as explained in
sections 2.7 and 2.8, because the MPPT integrated circuit architecture
is powered by solar panels with lower operation voltage (4 cells connec-
ted in series with 10 branches in parallel). As the MPPT integrated
circuit operates as a boost regulator, it is able to step up the solar panel
voltage from the 1.5V range to the battery voltage 3.7V range. It is
also interesting to note the voltage control performed by the on-chip
Perturb and Observe method, which causes the solar panel voltage to
oscillate. The comparison also shows that the Perturb and Observe
method implemented by the integrated circuit is more unstable than
the one performed bay the EPS MPPT Boost Regulator architecture.
The main reason for this is the method control increment step. For
the MPPT IC it is defined in hardware, and there is no possibility to
change it externally. For the MPPT Boost Regulator architecture, it
is implemented in the MSP430 microcontroller, and may be changed
in the embedded software. This is one of the biggest advantages of
implementing the MPPT algorithm in software.

Also from figures 42 to 44, it is possible to note a different beha-
vior in the solar panels voltage from the VLDO architecture in the
experiment’s first orbit. Differently from the other solar panels vol-
tages, it clamps around 5V in the first orbit. This occurs due to the
VLDO output voltage limitation, which is set for 4.2V. Therefore, when
the battery voltage approach this value (see Figure 55), the voltage re-
gulator output clamps in 4.2V and its input voltage operates in open
state. In this case, the regulator input voltage (which is the solar pa-
nel voltage) is determined by the regulator output current. Therefore,
the solar panel voltage is not affected by the battery voltage anymore,
but by the load current. Later in Section 5.4, a discussion is presented
on how to benefit from this phenomena to achieve energy harvesting
maximization.

Besides this, figures 42 to 44 show variations on voltage levels
which are not presented in the irradiation curve (see LEDs current
control curve in Figure 40). These variations are caused by the load’s
power consumption variations. For the MPPT architectures (both IC
and Boost Regulator) they are not that clear, due to the unstable
solar panel voltage control. However, for the remaining architectures
(DC and VLDO), these voltages variations may be noted. Figure 45
shows a zoomed portion of the solar panel 1 voltage, in order to better
visualize these solar panels voltage changes caused by the load power
consumption variations. The solar panel voltage from the MPPT IC is
out of range in this figure.
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Figure 42: Solar panels 1 voltage.

Figure 43: Solar panels 2 voltage.

Figures 46 to 48 present the solar panels currents comparison for
all four EPS architectures. As expected, the solar panels from MPPT
IC architecture present higher levels. Once again, this is due to the
solar cells connections in the solar panel, the more cells connected in
parallel, the higher the current, the lower the voltage. These figures
also show the VLDO output clamping effect on solar panels current.
Analyzing the first orbit, one may see that the current decreases after
the clamping for the VLDO architecture. This occurs due to the low
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Figure 44: Solar panels 3 voltage.

Figure 45: Solar panels 1 voltage - zoomed.

current demanded by the load, which is far form the IMPP for that
panel, causing the solar panel voltage to clamp far from the VMPP ,
consequently delivering less current. Periodic variations on current le-
vel are observed for the DC and VLDO architectures, as they were on
the solar panels voltages curves, also due to the power consumption
variations (caused by radio periodic transmission - see Section 2.9.3).
Figure 49 shows the current curve zoomed to observe its periodic vari-
ations.

Analyzing the voltage and current curves one may understand
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Figure 46: Solar panels 1 current.

Figure 47: Solar panels 2 current.

how an EPS architecture operate the solar panels. However, no con-
clusion regarding the EPS efficiency may be stated by inspecting these
curves separately. This occurs because the solar panels are different
in their maximum operation point, due to the differences in their solar
cells arrangement. Therefore, the solar panel power shall be analyzed.
Since all solar panels have the same number of solar cells (40 each),
their power output may be fairly compared. Figures 50 to 52 show
the comparison between the solar panels output power for all four EPS
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Figure 48: Solar panels 3 current.

Figure 49: Solar panels 1 current - zoomed.

architectures. Firstly, one may note that the directly coupled EPS ar-
chitecture solar panels power output were lower than the remaining
ones. However, as the battery voltage decreases along the experiment,
the power input increases. At the third orbit, the solar panels power
output of this architecture is almost equal to the remaining ones. This
confirms the battery voltage dependence mathematically demonstra-
ted in Section 2.4. Chapter 4 shows how to achieve energy harvesting
maximization with this architecture, by controlling the load power con-
sumption (scheduling satellite tasks execution).
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Figure 50: Solar panels 1 power.

Figure 51: Solar panels 2 power.

From figures Figures 50 to 52 one may also note that the VLDO
output voltage clamping impaired its energy harvesting performance.
As mentioned before, this has occurred due to the current dependence
in the clamping state. In case the load current were higher, the solar
panel voltage would be lower, and this solar panel could operate closer
to its MPP as well as the others. After leaving the clamping state,
the VLDO architecture has presented better results in maximizing the
power input than the DC and even than the MPPT IC architecture.
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Figure 52: Solar panels 3 power.

The imprecise hardware control strategy implemented by the MPPT
IC precluded it to operate the solar panels continuously at the MPP.
The possible main reason for this is the fix (and too large) algorithm
perturbation step. The MPPT Boost Regulator has presented the best
performance in maximizing the solar panels power input. Figure 53
shows the solar panel 1 power curve zoomed, in order to better visualize
what has just been concluded.

Figure 53: Solar panels 1 power - zoomed.

Before moving for further analysis, it is important to mention
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that the results were not the same for all solar panels. Comparing
the curves between panels 1, 2 and 3, for voltage, current and power,
one may note that there are differences. Firstly, regarding the vol-
tage, current, and power levels, they may differ from panel to panel for
many reasons. The two most relevant appear to be the irradiance and
the temperature distribution inside the case where the tests have been
conducted. The three solar panels have been equidistantly distribu-
ted regarding the LEDs focus center. However, both temperature and
irradiance measurements show that the solar panels were not at the
same conditions. This is certainly not a problem in this analysis, since
the comparisons are not made among solar panels 1, 2 and 3 only, but
mainly on the overall power input delivered by the three solar panels
together. Therefore, a numerical analysis, instead of only observing the
plots, is essential to avoid an evaluation misunderstanding. For this re-
ason, the three solar panels power were summed for each architecture
(Figure 54) and integrated to calculated the total harvested energy per
architecture, along the three orbit experiment.

Figure 54: Solar panels 1, 2, and 3 summed power.

The energy harvested calculation result is shown in Table 15.
As expected, the MPPT boost regulator architecture has harvested
more energy than the other architectures. Surprisingly, the VLDO ar-
chitecture has harvested more energy than the MPPT IC one. This
demonstrates the importance of a good tuning for the Perturb and Ob-
serve algorithm parameters, which in this case is not possible because
they are hardware defined into the chip. Also as expected, the directly



99

coupled architecture has harvested less energy than the others. The
reason for this is the solar panel voltage dependence. However, it is
worth mentioning that, with a good control on satellite tasks execution
(load power consumption), the battery voltage could operate in a cer-
tain voltage that would cause the solar panels to operate close to their
MPP. This topic is better addressed in Chapter 4.

Table 15: EPS architectures harvested energy along three orbits expe-
riment.

EPS architecture Harvested energy
Directly coupled 10.981kJ
MPPT integrated circuit 12.417kJ
VLDO regulator 12.654kJ
MPPT boost regulator 13.438kJ

Figure 55 shows the architectures battery voltage. It is worth
remembering that the MPPT boost regulator architecture has two
Lithium-Ion cells connected in series, differently than the others which
have only one. However, the MPPT boost regulator architecture indi-
vidually measures the batteries voltages, which has allowed to plot all
battery voltages in the same figure.

Figure 55: Batteries voltage.

Figure 56 shows the battery current comparison for all archi-
tectures. Positive values represent currents entering the battery. As
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explained in Section 4.4.1, the load consumption is the same for all
architectures, which causes the current load to have the same shape
for all architectures. However, as the battery voltage decreases, the
current shall increase to sustain the same output power to the load.
Therefore, one may note the higher current consumption for DC and
VLDO architectures in Figure 56. The MPPT boost regulator battery
current is much lower than the others due to the two batteries con-
nected in series. The battery voltage for this architecture is twice the
value from the others, which causes the battery current to be nearly
half value.

Figure 56: Battery current.

All the analysis made so far concerns to the energy harvesting
capability. However, the EPS circuit itself consumes energy. Therefore,
one of the most important issues addressed in this section is to evaluate
not only the input power, but to analyze the ”costs”of operating the
solar panels. Since the load’s power is the same for all architectures,
it is reasonable to define the battery remaining capacity as a metric
to evaluate the overall subsystem efficiency. This is valid because all
the energy that is not delivered to the load is used to power the EPS.
Therefore, the architecture which has the battery with more electric
charge stored after three orbits may be considered the most efficient
one.

The only exception for this analysis is the MPPT boost regulator
architecture. Due to the usage of two Lithium-Ion cells connected in
series, the battery current is lower along the experiment. Consequently,
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the remaining capacity of the cells are going to be much higher than
the others. This occurs because the remaining battery capacity is cal-
culated by a Coulomb counter algorithm (implemented in the battery
monitoring chip). Therefore, one may analyze the three architectures
efficiency by Figure 57, but to compare all four architectures a different
approach has been adopted and it is discussed later in this section. Fi-
gure 57 shows that the VLDO has been the most efficient architecture
(not considering the MPPT boost regulator architecture yet), followed
by the MPPT IC, followed by the directly coupled. It is worthy to
remember here that all EPS architectures spent more energy than they
are able to harvest, as already discussed in Section 2.11. This causes
the batteries energy to decrease along the experiment. Although this
is not the best configuration for a real mission, it does not affect the
energy efficiency comparison.

Figure 57: Battery remaining electric charge.

In order to compare all four architectures efficiency, the propo-
sed evaluation method is to calculate the batteries delivered power (Fi-
gure 58) by multiplying their instantaneous voltage and current. Also,
a numerical comparison may be performed by integrating the batteries
delivered power to find out the total spent energy by each architecture
along the three orbit experiment. Table 16 shows the global efficiency
comparison results. Although the MPPT boost regulator architecture
is the architecture that harvests more energy, it is the most inefficient
circuit. The reason for this result is the losses in the boost regulator
components, mainly in the inductor. The VLDO regulator architecture
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demonstrated the better global efficiency, followed by the MPPT IC,
and than the directly coupled architecture.

Figure 58: Batteries delivered power.

Table 16: EPS architectures spent energy along the three orbit experi-
ment.

EPS architecture Spent energy
VLDO regulator 18.102kJ
MPPT integrated circuit 18.931kJ
Directly coupled 20.052kJ
MPPT boost regulator 22.476kJ

Figure 59 shows the solar panels temperature. They were measu-
red by two thermocouples placed between the three solar panels under
test. The temperature variation behavior is very similar for all tests,
although the curves show some amplitude variation. This differences
occurred due to the room ambient temperature differences during the
tests. Although the solar cell plays an important role on solar panel
efficiency, the temperature differences (worst case nearly 10oC) were
not significant to affect the architectures efficiency analysis.

Finally, all presented results may be summarized in Table 17,
where the main features of each architecture are compared. Numbers
from 1 to 4 are used to classify the architectures regarding their featu-
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Figure 59: Solar panels temperature.

res, where the number 1 means the most costly, most complex to design
and most efficient architecture.

Table 17: EPS architectures comparison.

architecture MPPT complexity cost efficiency
DC no 4 4 3
VLDO no 3 3 1
MPPT chip yes 2 1 2
MPPT boost yes 1 2 4

2.12.2 EPS architectures simulation results

Figure 60 shows the solar panel voltage (simulation and ex-
perimental) of the directly coupled EPS architecture. The compari-
son shows that the simulation curve fits on the experimental data.
Although the voltage average values are consistent with the experi-
ment, the experimental dynamic behavior was not perfectly reproduced
by the simulation. The reason for this less sensitive behavior presented
by the simulated solar panel voltage is related with the battery mode-
ling, as discussed later on this section. Since the solar panel voltage is
strongly affected by the battery voltage in this architecture, the slow
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response of the battery model affects the solar panel voltage simulation.
Even though, the simulation results are satisfactory, since the model
has predicted the solar panel average voltage along all the orbits.

Figure 60: DC solar panel voltage simulation and experimental.

The solar panel current presented in Figure 61 shows that the
predictions followed the current increase along the three orbit expe-
riment. However, the simulated solar panel current level was slightly
higher for the whole experiment. This effect is caused by the lower si-
mulated battery voltage level compared to the experiment. The lower
simulated battery voltage levels along the three orbits has caused the
solar panels to operate closer to their MPP in the simulation. This lead
to higher current levels in the simulation.

Figure 62 shows the comparison between the experimental and
simulated directly coupled EPS architecture battery voltage. The si-
mulated battery voltage has also followed the experimental behavior,
though the differences increase as the battery voltage decreases along
the experiment. Also, a voltage mismatch at the beginning of the simu-
lation is verified. This effect is caused by the parameters definition in
the battery modeling. Setting a higher voltage value for the full state of
charge causes the battery voltage to be much higher during the eclipse.
With the battery modeling limitations, this has been the best confi-
guration to address the following inconsistency: battery voltage initial
condition mismatch against battery voltage dynamic responsiveness.

Figure 63 shows the comparison between the simulated and ex-
perimental solar panel delivered power. The simulation has presented
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Figure 61: DC solar panel current simulation and experimental.

Figure 62: DC battery voltage simulation and experimental.

satisfactory results with a similar behavior of the curves. However, the
solar panel current mismatch caused by the battery voltage prediction
error strongly affects the power input prediction. Figure 64 shows an
absolute error analysis on the nanosatellite power input prediction. One
may note that errors are higher on the curve discontinuity points (when
the satellite enters in Earth’s shadow). Besides the visual evaluation
provided by the absolute error plot, the average error has been calcula-
ted along the whole experiment. From this calculation, the simulation
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has predicted an average power error of 20.9%.

Figure 63: DC solar panel power simulation and experimental.

Figure 64: DC solar panel power absolute error.

Although the power input average error is relatively high, the
simulation result may be considered satisfactory for two reasons: first,
even for a complex feedback system, with several interdependent com-
ponents, all the parameters evaluated responded coherently with the
experimental results. Second, the battery modeling inaccuracy is evi-
dent from Figure 62 and it has strongly affected the final evaluation.
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Therefore, improving the battery model will certainly reduce the overall
simulation errors.

Figure 65: MPPT boost solar panel voltage simulation and experimen-
tal.

Figure 65 shows the solar panel voltage comparison for the MPPT
boost regulator architecture. The MPPT control effects are visible in
that curves. One may note the differences from Figure 60, which for
the same irradiation input data, presents a much more stable behavior.
Some instabilities on the simulated perturb and observe algorithm cau-
ses the solar panel voltage to present peaks. This instabilities may have
been caused by the algorithm step definition. They have been defined
as the same (for the real embedded system and for the simulation),
however, the simulated system seems to respond more rapidly, causing
undesired instabilities. Interesting to note here that the voltage level
is nearly the same for the three orbits. This happens due to the solar
panel voltage independence on the battery voltage, caused by the boost
converter placed between the solar panel and the load.

Figure 66 shows the solar panel current comparison between the
experiment and the simulation. The peaks verified on the simulated
voltage curves also appear in this plot. However, one may note that
the solar panel operation point independence from the battery voltage
resulted in a much better fitting for this EPS architecture than for the
directly coupled circuit. This result reaffirms that the drawback of the
directly coupled EPS simulation is the battery modeling inaccuracy.

The simulated battery behavior was even worse for the MPPT
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Figure 66: MPPT boost solar panel current simulation and experimen-
tal.

EPS boost regulator than for the directly coupled one. Note that, in
this architecture, two batteries are connected in parallel. This contri-
buted for the discharging anomaly presented in Figure 67. A second
reason for the batteries do not discharge properly in the simulation is
the fact that the boost regulator was ideally modeled. Therefore, in
the simulation, more energy is entering the batteries, causing them to
not discharge as verified on the experiment. A more realistic model for
the boost regulator will certainly also improve the battery simulated
behavior.

Figure 68 shows the comparison for the solar panel delivered
power. The results are better than the simulation for the directly cou-
pled architecture. Power peaks are presented in the simulation, as a
result of the voltage and the current behavior, however, the simulated
curve is closer to the experimental one.

Figure 69 shows an absolute error analysis on the solar panel de-
livered power. Also as occurred with the directly coupled simulation,
errors are higher on the curve discontinuity points). A better positio-
ning for the experimental and simulated vectors will certainly reduce
these peak errors. This occurs because the experiment and the simula-
tion shadowing event are not happening exactly at same time. Besides
the visual evaluation, the average error has also been calculated for the
MPPT boost regulator architecture. From this calculation, the simu-
lation average power error was 13.2%. Although it is a much better
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Figure 67: MPPT boost batteries voltage simulation and experimental.

Figure 68: MPPT boost solar panel power simulation and experimental.

result than the obtained for the directly coupled architecture, it may
be improved by adopting a better model for the boost regulator.

2.13 CONCLUSION

This chapter has presented an overview on Electrical Power Sys-
tems for nanosatellites. It has described four different EPS architec-
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Figure 69: MPPT boost solar panel power absolute error.

tures designed in the context of FloripaSat project, an 1U CubeSat,
powered by six solar panels. The architectures have been mathemati-
cally described, indicating the hardware influences on the solar panel
behavior. Also, their circuit components have been modeled in order
to compare their experimental evaluation with their simulated results.

A power input model has been proposed, considering the satellite
positioning in orbit. This model allowed preliminary analysis on the
satellite energy capability. The solar panels for each architecture have
been modeled and experimentally validated. With these two models,
a more elaborated system validation has been proposed. A three orbit
experiment has been proposed, using high power LEDs to emulate the
solar irradiance. Experimental results demonstrated that operating the
solar panels on their maximum power point do not necessarily leads to
higher efficiency. The higher power losses on the MPPT boost regulator
precluded it to achieve better efficiency results. The lack of precision
on controlling the perturbation steps has precluded the MPPT IC ar-
chitecture to maintain solar panels on the MPP. The battery voltage
dependence of the directly coupled EPS caused it to operate the solar
panels far from their MPP along the first two orbits, drastically affec-
ting its global efficiency. On the other hand, the VLDO has been the
most efficient circuit topology, even though it do not perform an active
control over the solar panels.

The EPS architectures simulation results were considered satis-
factory, since the evaluated parameters were coherent along the three



111

orbit experiment. The simulation results for the MPPT boost regula-
tor architecture were considerably better when compared to the direc-
tly coupled EPS. The main reason for that difference is the inaccuracy
on the battery modeling, which strongly affects the directly coupled
architecture.

In addition, this chapter mathematically demonstrated that the
directly coupled architecture, as well as the VLDO, may have their
efficiency improved by controlling the satellite tasks execution. This
topic is better addressed in Chapter 4. The laboratory tests success-
fully accomplish the energy harvesting evaluation for all EPS prototype
architectures. However, further tests shall be planned for the selected
EPS architecture (and for all the FloripaSat subsystems), in order to
avoid fails on the satellite flight model. Therefore, the next chapter pre-
sents an in-flight test procedure to validate nanosatellite subsystems on
sounding rockets.
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3 EPS QUALIFICATION ABOARD SUBORBITAL
FLIGHT

3.1 INTRODUCTION

All the tests and simulations presented in the previous chap-
ter are fundamental for a reliable EPS design. They may predict the
electrical behavior of the subsystem in orbit, preventing fail conditions
along the nanosatellite’s mission. However, satellites are submitted
to severe conditions both during launching and when operating in or-
bit. Intense levels of vibration, acceleration, temperature variations,
may be faced by the spacecraft. Laboratories with special equipment
may emulate these conditions. However, two important factors shall
be considered: the tests’ facility availability and costs; and the effects
of submitting the nanosatellites through these severe test conditions
before the flight.

With the emergence of the nanosatellites, there is a growing in-
terest of the universities on participating in space projects. However,
most of them have no facilities to perform proper tests in their satellite
subsystems. Few university laboratories around the world are able to
qualify subsystems to operate in space conditions. Therefore, there is
a high cost associated to the qualification process. The nanosatellite
qualification may cost even more than its launching. The reason is
that many nanosatellites may share the same flight (due to their small
size and weight), which drastically reduces the launching costs. On
the other hand, the qualification test is individual and expensive. This
leads to the critical situation of many nanosatellites missions failing for
a lack of more elaborate tests (BOUWMEESTER; GUO, 2010).

Besides this, qualification tests may affect the nanosatellites’
operability or even irreversibly damage it. Severe tests may be conduc-
ted on spare models, however, this idea conflicts with the nanosatellite
low cost approach. The costs and fabrication time to produce two
nanosatellites (qualification and flight models) may be off budget for
most universities. Therefore, this chapter proposes a test procedure for
nanosatellites subsystems using sounding rockets. This procedure sug-
gests an intermediary qualification mission, for the nanosatellite main
subsystems, using the engineering model. This motivates the team
to obtain an operational flight-ready version of the satellite, which is
submitted to all mission phases. In addition, data from real flight con-
ditions may be collected, which are fundamental to identify design fails
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before implementing the flight model.
The proposed EPS MPPT boost circuit described in the last

chapter has been successfully submitted to a flight qualification, using
the strategy described next in this chapter. Although this thesis focuses
on the EPS, the proposed test procedure applies also for the remaining
subsystems. Therefore, this chapter discusses the test procedure, pre-
senting an embedded system (Muti-Mission Platform) to interface the
nanosatellite subsystems and the suborbital rocket electronics. The
results of all subsystems tests in flight are presented and discussed.

3.2 STATE OF THE ART

Along with the spread of the small sized satellite concept, a high
failure rate has been noticed (BOUWMEESTER; GUO, 2010). Hardware
and software design mistakes and failures in the integration process
appear among some of the causes. Qualification and verification tests
performed at laboratory are intended to avoid this problem (CORPINO;

STESINA, 2014). A Platform to guide hardware and software design
for small satellites has also been proposed. Through component-based
topology, the design platform allows software reutilization, diminishing
design time and increasing the system reliability (CAO, 2016). Also, a
CubeSat mission design tool to be used in the risk assessment appe-
ars as an interesting solution to predict and mitigate failures for small
satellite missions (GAMBLE; LIGHTSEY, 2014). Nevertheless, these stra-
tegies do not fully cover all the failure possibilities encountered during
an actual space mission.

Therefore, some strategies have been proposed to address this
issue. Tests with atmospheric balloons (MIYAZAKI; YAMAZAKI, 2013)
have emerged as an inexpensive and effective solution to test nanosa-
tellites. Although it allows important preliminary communication tests
between the satellite and the ground station, it does not evaluate the
satellite behavior under the severe conditions of a rocket launching.

In a more elaborated solution, sounding rockets (MATUNAGA et

al., 2000) have been used for preliminary tests of nanosatellites, redu-
cing failures before the mission. In this case, the sounding rocket ejects
the nanosatellite after reaching a predetermined altitude. The satellite
then communicates with a ground station for a period of time, before
hitting the ground.

Although this is a more complete test than the ones performed
with the atmospheric balloons, normally, nanosatellites only record/-
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transmit data after they are released from the rocket. Actually, this
occurs not only in preliminary tests with sounding rockets, but also
during real missions. Normally, nanosatellites are activated only se-
veral minutes after they are ejected from the rocket. This precludes
nanosatellites to record/transmit data during the rocket flight. Many
nanosatellite failures may occur during the rocket flight and may not be
analyzed and understood due to the lack of information in this critical
period of the mission. Several nanosatellites do not transmit after the
rocket ejection procedure and the researchers have no idea about what
may have caused the failure(s).

In this chapter an innovative procedure to test nanosatellites
subsystems on board sounding rockets is presented. Instead of ejecting
the nanosatellite, the proposed test is completely performed aboard the
sounding rocket. This allows the nanosatellite to record data during all
the phases of the rocket flight (including the launching). The nanosa-
tellite starts operating before the rocket lift-off and it remains operating
along the whole flight. The satellite data are transmitted to the rocket
electronics, which retransmits the data to the ground station. With
this strategy, one may have access to nanosatellite failures information
that may occur during the rocket flight. Temperature increases during
flight, high acceleration levels, cables issues due vibration, powering
fails due to battery damage, are among some problems that may occur
during launching and flight, which may be detected with the proposed
test procedure.

Besides the procedures of nanosatellite’s subsystem configuration
and integration, this chapter also describes the design of the Multi-
Mission Platform (MMP), which is an embedded system conceived to
allow nanosatellite tests (and other experiments) aboard sounding roc-
kets. Also, the ground station decoder software is presented here.

Finally, the chapter presents the results of the FloripaSat (1U
CubeSat) subsystems tested aboard a VSB-30 sounding rocket. Th-
ree engineering model subsystems have been tested: Electrical Power
Subsystem (EPS); Telemetry, Tracking and Command (TT&C); and
On Board Data Handling (OBDH). The flight data of each subsystem
are presented and discussed. This analysis will prevent failures on Flo-
ripaSat flight model, as well as, it will guide the design to improve some
of its features.
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3.3 MULTI-MISSION PLATFORM

Sounding rockets have an electronic system (rocket electronics)
responsible for receiving data from the payload experiments, and for
transmitting them to a ground station. Therefore, any experiment
which intends to transmit data to the Earth during the flight, shall
communicate with the rocket electronics. The rocket electronics then
sends the experiment data to a ground station through radio signal.

On the other hand, nanosatellites may communicate with ground
stations by themselves, using their own radio and antenna. However, no
external antennas (except the rocket main antenna) have been allowed
for our sounding rocket flight. This has precluded the direct test of the
TT&C radio system. Consequently, the nanosatellite data had to be
sent to the rocket electronics, which transmitted the data via radio to
the ground station, through the rocket main antenna.

In case of sounding rocket missions that allow the satellite to
use its own antenna, the flight test of this subsystem could be comple-
tely accomplished, but other factors as rocket shielding and antennas
interference should be considered.

Another important information is that in a rocket mission the
payload is not always rescued after flight. Therefore, sending data th-
rough telemetry is extremely recommended for experiments tested on
sounding rockets. Simultaneously, as a redundant option, the experi-
ments’ electronics shall save information in their own internal memory,
for the case of accessing them later. From the experience obtained in
previous sounding rocket missions, telemetry is also not always fully
received and the internal memory may be the only way to obtain the
flight data(PAIVA; MANTELLI; SLONGO, 2015)(PAIVA et al., 2008).

Beside this, the experiments are strongly recommended to pro-
vide communication with the bunker, through a specific cable named
umbilical. Figure 70 shows the ideal pre-flight experiment electronics
configuration regarding the communication with the rocket and the
bunker.

With this in mind, there were two design options for our case:
Either we modified the nanosatellite hardware and software to directly
communicate with the rocket electronics and with the bunker, or we
could create an intermediate embedded system to attend the sounding
rocket mission specifications. Modifications on the nanosatellite design
would imply in testing a different setup than the final version of the
satellite. In addition, it is not recommended to make the nanosatellite
more complex in order to test it. Therefore, a dedicated embedded
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Figure 70: Rocket and bunker connections

system has been designed to test the nanosatellite subsystems (and
other experiments) in sounding rockets. We named it the sounding
rocket Multi-Mission Platform (MMP), shown in (Figure 71).

Besides the capability of testing nanosatellites, the Multi-Mission
Platform is intended for scientific thermal experiments(PAIVA et al.,
2010)(PAIVA et al., 2008). The embedded system consists of a stack of
three printed circuit boards: power; data acquisition; and processing.
It is beyond the scope of this work to describe in details the Multi-
Mission Platform. However, some characteristics are important to be
mentioned, in order to comprehend the nanosatellite subsystems test
procedure and the needed hardware/software resources to accomplish
this goal.

According the mission requirements, the communication between
the experiment electronics and the bunker shall be through RS-422
standard due to the distance between the bunker and the rocket laun-
ching platform (See Section 3.4.4 for detailed information on the com-
munication protocol). Besides this, there shall be a second commu-
nication channel (between the experiment and the rocket electronics).
For safety reasons both communication channels must be isolated, avoi-
ding any eventual electrical instability to be propagated to the rocket
electronics. This is the first reason to have a Multi-Mission Platform,
since this kind of communication is not implemented in nanosatellites.



118

Figure 71: Multi-Mission Platform under test

The communication transceivers (ADM2682E) have been placed on the
MMP data acquisition PCB. Figure 72 shows the transceivers electri-
cal schematic, where signals with the label uZed come/go to/from the
MMP processing PCB.

Also in the mission requirements it is stated that the experiment
electronics must present a safety mechanical turn on/off system. The
power on command shall come from the bunker, using a control box.
This is not a requirement for nanosatellites, but for the rocket mission.
Therefore, the Multi-Mission Platform is provided with an isolated push
button circuit to switch it on and off. Figure 73 shows the push button
electrical schematic. Figure 74 shows the control box, placed at the
bunker.

Finally, the rocket electronics keeps all the experiments informed
regarding the lift-off and the microgravity condition. This is achieved
by switching two pins/lines to ground (lift-off and uG pins). It is ex-
tremely important to the experiments to obtain these events triggering
time reference in order to map the experiments results with the flight
dynamics. Therefore, the Multi-Mission Platform has an analog circui-
try to identify the events, as shown in Figure 75. Besides the analog
circuitry, the embedded software is responsible for including the events
information on the data frame sent to the ground station (flight status
byte).
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Figure 72: RS-422 transceivers electrical schematic

3.4 THE EXPERIMENT

The experiment to be performed under the sounding rocket is
called New Medium Porous Technologies for Phase Changing Devices
(MPM-A). It is carried out by an instrument which is implemented in
a machined aluminum box with three compartments. The lower com-
partment contains both batteries (the thermal experiment batteries and
the FloripaSat batteries). The second compartment is entirely dedica-
ted to the thermal experiment (Phase Changing Devices). The higher
compartment contains the MMP and the FloripaSat subsystems. The
experiment’s goal is to test a thermal device, as well as the nanosa-
tellite subsystems, using a Multi-Mission Platform as an interface for
the devices under test and the rocket electronics. This section focuses
on explaining the FloripaSat subsystems design and configuration pro-
cedures in order to test them aboard the sounding rocket. Figure 76
shows an overview of the experiment electronics internal and external
communication.
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Figure 73: Push button turn on/off electrical schematic

Figure 74: Control box
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Figure 75: lift-off and uG circuitry

Figure 76: Experiment electronics communication diagram

3.4.1 FloripaSat architecture

Three FloripaSat subsystems have been tested aboard VSB-30
rocket: OBDH; TT&C; and EPS. The OBDH and the TT&C subsys-
tems are located on the same PCB while the EPS is on a dedicated one.
Combining functions of two different subsystems into a single subsys-
tem/PCB is not a new idea and has been proven to be an effective
approach for small satellites (VARATHARAJOO; FASOULAS, 2002) (AD-

DAIM; KHERRAS; ZANTOU, 2008). The flight model of FloripaSat shall
have subsystems communicating with each other through different in-
terfaces as shown in Figure 77.

OBDH TT&C

Beacon
Circuit

Beacon_μC

OBDH_μC
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PCB EPS PCB OBDH TT&C

Transciever
Circuit
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Figure 77: FloripaSat flight model architecture diagram
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Normally, the OBDH shall build up the data frame and send it
to the TT&C subsystem (via SPI), which sends the data to the ground
station (via radio transceiver). Also, in case the satellite receives a tele-
command (via radio transceiver), the TT&C subsystem sends the data
to OBDH (via SPI) in order to process it. However, as mentioned in
Section 3.3, it was not allowed to place an external dedicated antenna
to directly test the TT&C communication. Therefore, a different com-
munication configuration has been planed for the suborbital flight test
with no hardware modifications made on the nanosatellite subsystems.
For the sake of experiment electronics simplicity, only minor changes
on the communication protocol were performed (see Sections 3.4.3 and
3.4.4).

The idea is to transmit data internally from the Beacon Radio to
the Transceiver Radio. Even without the antennas, the radio frequency
circuits should be able to send and receive data to each other, due to
their proximity (both circuits were placed at the same PCB, as shown
in Figure 77). The Beacon microcontroller generates data (a simple 2
byte counter) and sends it through SPI to the Beacon RF circuit. The
data are transmitted to the Transceiver Circuit, which receives the RF
signal, decodes it, and sends the data to the OBDH microcontroller
via SPI. After receiving the Beacon data, the OBDH requires EPS
data (via I2C main bus). Finally, the OBDH microcontroller adds
up its own information to the data frame and sends it to the Multi-
Mission Platform Processing PCB via UART. Then, the data frame
is sent to the rocket electronics via RS-422. Figure 78 shows the test
configuration for flight.

3.4.2 Mission frame definition

Before discussing in details the FloripaSat’s telemetry data, it
is important to recall that the Multi-Mission Platform acquires data
not only from the FloripaSat subsystems, but also from a thermal ex-
periment, as previously stated. Before sending the data to the ground
station, the Multi-Mission Platform packs the thermal experiment data
(174 bytes) and the FloripaSat data (42 bytes) into a multiple frames
containing 432 bytes (216 payload bytes) every sampling period. The
Multi-Mission Platform transmits the acquired data split into 72 frames
of 6 bytes. The first 58 frames concern the thermal experiment data
frame and the last 14 frames concern the FloripaSat telemetry data.
Further discussions regarding each of the thermal experiment data is
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beyond the scope of this work. Therefore, the focus is kept on the Flo-
ripaSat. Figure 79 shows the structure of the data frame transmitted
by the Multi-Mission Platform to the ground station.

0 7 8 1516 2324 3132 3940 47

SOF Number Data 2 Data 1 Data 0 CRC

Figure 79: Data frame structure with the corresponding bit number
above each field.

The Start of Frame (SOF) is the first byte transmitted to indicate
to the ground station the beginning of a new frame and it is followed
by the frame number used to identify the data field transmitted. The
3 following data bytes are the payload itself. The MMP generates a
Cyclic Redundancy Check (CRC) considering 4 bytes of each frame:
Number and the 3 data bytes. Due to the unreliable link between the
ground station and the sounding rocket, the frame has only 3 payload
bytes. By doing so, we avoid discarding a larger payload in case of data
corruption at the expense of the overhead in each frame.

3.4.3 FloripaSat telemetry data

Unlike the thermal experiment data, the FloripaSat telemetry
data are not generated at the Multi-Mission Platform. It is the nano-
satellite’s OBDH task to acquire data from subsystems and sensors, to
generate an internal frame and to send it to the MMP through UART.
Notice that the FloripaSat frame is then split by the MMP and encap-
sulated in its own frame previously described.

Since the FloripaSat OBDH main function is to control the na-
nosatellite tasks execution and build up the transmitted data frame,
only few bytes were necessary to evaluate its own performance. Three
OBDH features were tested with no need to include information on the
data sent: 1 - receiving data from sensors and from other subsystems;
2 - the data frame generation routine; 3 - the communication with the
transceiver. Additionally, an internal counter (two bytes for seconds
and two bytes for milliseconds) has been implemented in the OBDH
microcontroller. The counter data was sent as an internal parameter.
Also, two bytes from microcontroller internal temperature have been
included in the main data frame. Finally, a status byte has been gene-
rated, signaling eventual microcontroller anomalies in tasks execution.

The OBDH subsystem also has an Inertial Measurement Unit
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(IMU), whose data have been included in the data frame sent by the
FloripaSat. Both acceleration and rotation have been measured, in
three different axis. Every measurement consists of two bytes, totaling
twelve bytes of information.

The main EPS subsystem functionality is to control the battery
charge and discharge process, as well as to ensure the proper power dis-
tribution for all the nanosatellite subsystems. Normally, EPS subsys-
tems have a battery monitoring chip, circuit or subroutine. Therefore,
the piece of information selected to evaluate the EPS performance was
related to the battery monitoring. Input power is also an crucial as-
pect to be monitored, however, no external solar panels were allowed
for the VSB-30 flight. Therefore, regarding the power input test, only
the battery charge procedure (established on ground, before the roc-
ket lift-off) has been monitored. Eleven bytes have been reserved for
the EPS subsystem, as follows: batteries electrical input/output cur-
rent (two bytes); batteries voltage (four bytes); battery monitoring chip
internal temperature (two bytes); battery remaining electrical charge
(two bytes); and finally the EPS status (one byte).

It is important to mention that the FloripaSat internal data
frame integrity is firstly verified by the Multi-Mission Platform (Flori-
paSat - MMP UART communication integrity verification). Later, in a
second verification level, the ground station processing software verifies
the mission main data frame (rocket electronics - ground station radio
communication integrity verification - see Section 3.5).

Therefore, in order to the MMP to identify the FloripaSat data
frame (higher level verification), three bytes were defined as Start of
Frame, and three bytes as the End of Frame (EOF). These bytes allow
the ground station decoder software to correctly identify the beginning
of new upcoming data frames, after receiving an eventual broken frame.
Lastly, an eight bit CRC has been implemented to identify corrupted
data frames. The list containing all field in FloripaSat data frame is
shown below.

1. Start of Frame (SOF), 3 bytes: Start of Frame delimiter.

2. OBDH timestamp (s), 2 bytes: seconds representation of OBDH
counter.

3. OBDH timestamp (ms), 2 bytes: milliseconds representation of
OBDH counter.

4. OBDH temperature, 2 bytes: OBDH internal temperature.
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5. OBDH status, 1 byte: OBDH internal status.

6. IMU acceleration x-axis, 2 byte: IMU acceleration in the x-axis.

7. IMU acceleration y-axis, 2 byte: IMU acceleration in the y-axis.

8. IMU acceleration z-axis, 2 byte: IMU acceleration in the z-axis.

9. IMU angular rate x-axis, 2 byte: IMU angular rate in the x-axis.

10. IMU angular rate y-axis, 2 byte: IMU angular rate in the y-axis.

11. IMU angular rate z-axis, 2 byte: IMU angular rate in the z-axis.

12. Radio counter 1, 2 byte: TT&C most significant transmitted data
counter.

13. Radio counter 2, 2 byte: TT&C less significant transmitted data
counter.

14. Batteries current 2, 2 byte: Current drawn from batteries.

15. Battery voltage 1, 2 byte: Voltage on battery 1.

16. Battery voltage 2, 2 byte: Voltage on battery 2.

17. EPS temperature, 2 byte: Internal EPS temperature.

18. Electrical charge, 2 byte: Battery remaining electrical charge.

19. EPS status, 1 byte: Status register for the battery protection
circuit.

20. CRC, 1 byte: CRC of all previous field except for SOF.

21. End Of Frame (EOF), 3 bytes: End of frame delimiter.

3.4.4 Communication protocol specification

VSB-30 electronics receives data from payload by RS-422 stan-
dard. This standard is not common in nanosatellite applications due to
its voltage requirements. Instead of including an RS-422 driver in the
FloripaSat, in order to attend the rocket requirements, it was placed
in the Multi-Mission Platform (see Section 3.3).

Two different communication channels have been implemented
in the Multi-Mission Platform (see Figure 72). The first one is dedi-
cated to the communication between the bunker and the experiment
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electronics, before the rocket lift-off, where the main limitation on this
channel is the distance between the bunker and the rocket (which is be-
low the RS-422 standard limitation of 1500 m). This is a point to point
channel and could be taken to the physical bandwidth limits defined by
the standard. The second channel concerns the communication of the
experiment and the rocket electronics used to transmit the data to the
ground station. It is limited in bandwidth due to all the payload ex-
periments on board the rocket using the same channel. The maximum
allowed baud rate for each experiment on board was 57,600 bps.

The Multi-Mission Platform receives FloripaSat data frames th-
rough a UART port. There is no synchronization protocol between
them but, to ensure that no data are lost due to overflows, the Multi-
Mission Platform defines a maximum UART baud rate and guarantees
that below that limit, it is able to store and transmit all the received
data frames. The Multi-Mission Platform initially parses the received
data to ensure it follows the data frame specification presented previ-
ously. It initially searches for the SOF bytes and then it buffers all the
data it receives, until it finds the EOF bytes. Next, it checks if the
CRC is valid. If it is, the data frame is stored for transmission with
the rest of the experiment data. In case of a mismatch in the CRC, the
data frame is discarded.

3.5 ON-GROUND DATA PROCESSING SOFTWARE

In order to send as much information as possible to the ground
station, both the thermal experiment and the FloripaSat data were
transmitted in raw format. As explained in Section 3.4.2, the data
were packaged to frames with SOF, Number and CRC bytes. There-
fore, a software application was implemented to allow data unpacking,
processing and logging at the bunker during the rocket flight. The soft-
ware was based on LabVIEW language, running in a notebook placed
at the bunker.

As mentioned previously, the mission main data frame has 432
bytes (72 frames of 6 bytes) where the last 84 (14 frames of 6 bytes) are
the ones related to the FloripaSat. Therefore, the LabVIEW software
has been designed to identify the FloripaSat frames in order to unpack
and process them. Since each frame contains 3 bytes of data (the other
3 bytes are SOF, Number and CRC), there are 42 data bytes in total
which contain information from the FloripaSat (payload bytes). These
are the bytes that must be converted by the LabVIEW software into
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readable information to be saved during the rocket flight.
Figure 80 shows the FloripaSat data frame extraction from the

mission data frame. It occurs in two parallel paths. The first one
(upper part of Figure 80), extracts the frames 60 to 71, which are the
FloripaSat data frames excepting the EOF and the SOF. These 12
frames go to the FloripaSat subVI in order to be processed. This VI
converts the data, sends them to the LabVIEW Front Panel (column
processed data, see Figure 81). After that, the converted data are
saved in a .csv file. The second path extracts frames 59 to 72, which
contains all the FloripaSat data (including EOF and SOF). This vector
is directly sent to the LabVIEW Front Panel (raw data column, see
Figure 81). After that, the raw data are saved in a .csv file.

Figure 80: LabVIEW block diagram of FloripaSat data unpacking pro-
cess

Figure 81 shows the LabVIEW graphical interface block related
to the FloripaSat data. Two vectors can be seen: the one on the
left hand represents the data after the conversion, and the one on the
right hand represents the raw data. These vectors are updated to each
received frame.

Figure 82 shows the FloripaSat subVI. This block receives the
mission frames 60 to 71 (72 bytes - 12 frames of 6 bytes) and extracts
only the FloripaSat 36 payload bytes (12 frames with 3 payload bytes
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Figure 81: LabVIEW front panel for the FloripaSat received data

each). This process removes the frame bytes SOF, Number and CRC.
This is achieved through a for loop, which does 12 iterations: each
iteration receives a frame, extracts only the 3 payload bytes from it
and allocates them to a new vector. At the end of the 12 iterations,
the 36 payload bytes are stored in a vector that is forwarded to the
next processing block.

The second processing block receives the vector with 36 bytes
and, through another for loop, rearranges them in a vector with 18
positions. This reorganization is performed in order to generate the
18 data observed in Figure 81: timestamp, accelerometer, gyroscope,
current, voltage, etc. In addition to rearranging the data, some of them
go through formulas in order to be converted to meaningful data. This
18 position vector is the output of the FloripaSat subVI. It is reinserted
into the mission data array (which also contains the processed data
from thermal experiment) and then saved to a file. Therefore, the
on-ground data processing software allows the converted and raw data
being visualized during the flight and saved in files for further analyses.
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Figure 82: LabVIEW subVI of FloripaSat data decoder

3.6 INTEGRATION PROCESS

Nanosatellite subsystems integration to the MPM-A instrument
has occurred in three levels. First, the FloripaSat subsystems have
been integrated one with each other. Then, the subsystems were in-
tegrated with the MMP. Finally, the FloripaSat subsystems and bat-
teries were integrated in the MPM-A machined aluminum box. The
first integration level started with the nanosatellites subsystems pla-
ced side-by-side, connected by wires, with their software running in
debug mode. Initially, powering tests have been conducted, using vol-
tages supplies instead of batteries, in order to certify that the EPS was
correctly suppling power to the OBDH and TT&C subsystems. After
passing the preliminary powering tests, the FloripaSat batteries have
been assembled. They consist of two lithium ion batteries connected in
series (ICR18650-30A) and covered in silicon. Three wires were routed
from the batteries (lower instrument box compartment) to the subsys-
tems (higher instrument box compartment). The wires were connected
to batteries at GND, intermediate voltage, and total voltage points.

After that, the FloripaSat PCBs internal communication was
tested. To achieve this, a simple periodic routine was implemented to
send a vector of fixed bytes from EPS to OBDH through I2C protocol.
To verify the correctness on this internal communication, the OBDH
was configured to send the vector of bytes to a computer, through
UART. After validating the internal communication, the EPS software
has been modified to acquire real data from its sensors. Also, the
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OBDH included real sensors data to the FloripaSat data frame sent to
the computer. Finally, the communication between TT&C and OBDH
has been validated. A counter has been implemented on the Beacon mi-
crocontroller, for each performed transmission to the transceiver. The
SPI communication between these two subsystems has been validated
by checking the counter increases on the final data vector sent from the
OBDH to the computer.

After that, the integration with the MPP initiated. Both elec-
tronics were placed side-by-side and the activating system has been
wired up from MPP to FloripaSat subsystems. It is important to un-
derstand how this solution has been implemented. Nanosatellites are
normally turned on by deployment switches attached to the satellite’s
structure (The CubeSat Program, 2014). These switches remain deactiva-
ted when the satellite is inside the launcher, electrically disconnecting
the satellite from the others. Once the satellite is launched, these swit-
ches electrically close and the satellite is powered on.

As shown in Figure 83, two MOSFET-P are connected to the
deployment switches and to the RBF to turn off the subsystems power.
When the RBF or the switches are activated, the P-channel MOSFETs
do not allow the current to flow from the batteries to the load. As the
P-channel MOSFET only conducts when it has a low level voltage in
its gate, a NPN transistor was added between the MPP enable pin and
the EPS P-channel MOSFET. This allowed the Multi-Mission Platform
to enable the FloripaSat subsystems, as shown in Figure 84. Although,
this seems a critical hardware modification, the implementations have
been executed on the MPP side, therefore, there were no needed to
change the EPS circuit.

After that, the FloripaSat was connected with the Multi-Mission
Platform to test the switch on procedure and communication through
UART. Data generated by FloripaSat were sent to the Multi-Mission
Platform and then sent to a computer running the LabVIEW data pro-
cessing software, which allowed the debugging of the FloripaSat run-
ning the release software version. During this phase of the integration,
software bugs were found in the LabVIEW software which led to ad-
ditional test procedures, such as the usage of an oscilloscope to verify
the frequency which data were being sent by the OBDH.

Then, the flight version of the software was programmed into
the boards before assembling them, since the programming connectors
were not accessible after mechanical integration. After this step, the
FloripaSat PCBs were stacked. The electrical connection among boards
is performed through a PC-104 style connector. Metallic spacers have
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Figure 83: Original switching on circuit from FloripaSat

Figure 84: Modified switching on circuit to turn on FloripaSat subsys-
tems by MMP
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been screwed between PCBs to guarantee mechanical stability. The
connections between FloripaSat subsystems and the MMP were made
by soldering wires. To increase the mechanical stability of electronic
components on the PCBs, silicone was poured over the most sensitive
areas of all subsystems. Figure 85 shows a photo of the FloripaSat
OBDH, EPS and TT&C subsystems under integration.

Figure 85: FloripaSat OBDH, EPS and TT&C subsystems under inte-
gration

After this test procedures, the FloripaSat subsystems were atta-
ched to the top part of the MPM-A aluminum case. Also, the batteries
have been placed at the lower compartment of the aluminum case. Fi-
gure 86 shows a photo of the MPM-A instrument under integration,
just before closing it.

3.7 ACCEPTANCE TESTS

After the integration process, carried out at the Federal Univer-
sity of Santa Catarina, the MPM-A has been sent to the Department
of Aerospace Science and Technology (DCTA, in Portuguese), from the
Brazilian Air Force, to be submitted to flight acceptance tests. This
test procedure differs from the flight qualification tests, where the ex-
periments are submitted to similar conditions to the rocket flight. The
reason for applying only acceptance tests (less severe) instead of quali-
fication tests, is that such research experiments normally do not have
spare sets for severe tests that may cause irreversible damages to them.
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Figure 86: FloripaSat subsystems under integration with the MPM-A
instrument

The lacking of spare sets are normally caused by the experiments’ com-
plexity, high cost and long development time.

The same situation applies to nanosatellites. The intrinsic idea
of low cost and fast development time, comparing to bigger satellites,
precludes the research groups of fabricating two identical versions of
their spacecrafts. Therefore, the nanosatellites flight model are nor-
mally not submitted to severe qualification tests. This may also be one
of the causes for a high failure rate on this class of satellites.

Therefore, this work suggests firstly submitting the na-
nosatellite subsystems engineering model to an acceptance
test, which is faster, cheaper and less degrading. Then, tes-
ting these subsystems under flight, with the subsystems ope-
rating along the whole flight, recording data on severe and real
flight conditions. Engineering model subsystems are faraway
cheaper than the whole integrated flight model nanosatellite,
which includes mechanical structure, solar panels, antenna,
etc. In case the subsystems fail or crash at any moment on
the flight, the data are recorded and may be further analy-
zed, avoiding committing the same design mistakes on the
flight model.

After this level of tests with the engineering model subsystems,
the flight model may be more reliably designed, and then the acceptance
tests will be enough to preclude the satellite failures on the real mission.
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Besides this, having an in-flight test during the satellite design phase
motivates the team and sets up hard deadlines which are important for
students to accomplish. Figure 87 shows a flow chart summarizing the
proposed test procedure. Each box represents a step on the procedure,
which was described in more details through the chapter’s sections.

Figure 87: Proposed test procedure

Figure 88 shows the MPM-A instrument right before the ac-
ceptance tests at the DCTA. Due to military restrictions, it was not
possible to take pictures of the MPM-A instrument under acceptance
tests. The performed tests were: mass test; fit test; and vibration test.
Vacuum tests were not needed because the rocket payload modules were
pressurized and hermetically sealed.

After the MPM-A instrument has passed the acceptance tests,
the rocket payload and its electronics were integrated and submitted
again to a new acceptance test. Next, when the rocket payload has
passed through all the acceptance tests, it was partially disassembled to
be sent to the Alcântara Launching Center. After the final integration
at the launching center, the rocket was ready for flight.
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Figure 88: MPM-A instrument after acceptance tests - ready for flight

3.8 FLIGHT RESULTS

This section is dedicated to present the nanosatellite results du-
ring the sounding rocket mission. The intention is to verify the nano-
satellite operation under severe conditions, once the nanosatellite was
operating even before the rocket lift-off.

However, before analyzing the flight data, it is important to bri-
efly describe the mission phases, in order to correctly interpret the
results.

• Phase 1 - The MMP and the FloripaSat have been turned on
with the rocket at the launching platform 30 minutes before the
rocket lift-off. At this moment, there was a physical communi-
cation between the MMP and the bunker, through the umbilical
cable. This allowed receiving data from the FloripaSat, externally
powering it and also charging its batteries (see Figure 70).

• Phase 2 - Three minutes before the launching, the external powe-
ring process was intentionally interrupted, due to safety reasons,
as a mission requirement. However, the MMP and the FloripaSat
remained operating (powered by their batteries only) and sending
data to the bunker through the umbilical cable.

• Phase 3 - At the lift-off moment, the umbilical cable was discon-
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nected and the rocket entered on flight mode. From this moment
on, data have been sent through the rocket radio communication
system only. Flight data were received by the ground station an-
tenna and sent to the bunker to be processed by the on-ground
data processing software.

• Phase 4 - After nearly 1 minute the rocket should had entered
the microgravity phase. Unfortunately, due to the rocket mal-
functioning, which is not related to the experiments, this phase
was not observed in this flight, and the respective related data
are not available.

• Phase 5 - After less than 3 minutes the rocket payload parachute
system has been activated and the payload safely landed on sea
nearly 6 minutes after the lift-off.

The rocket electronics generates two important signals to the
payload experiments: lift-off and microgravity signals. These signals
are important time references for data analyses. However, since there
was no microgravity condition in this flight, only the lift-off signal has
been received on the MMP. In our experiment, besides the lift-off signal
time reference, the external powering interruption (which has occurred
before the lift-off) has also been registered in order to be considered on
mission data analyses. The parachute activating system generates no
signal to the experiments, therefore, there is no specific time reference
for this flight event.

The first results to be analyzed are the FloripaSat EPS data,
acquired before and during the flight by the batteries monitoring chip.
This chip communicates with the EPS microcontroller and measu-
res batteries voltages, batteries current, batteries remained electrical
charge and temperature. The acquired data are sent from EPS micro-
controller to OBDH microcontroller through the I2C protocol, as shown
in Figure 78.

Figure 89 shows FloripaSat batteries voltage behavior along the
time. During the phase that FloripaSat was operating with the rocket
at the launching platform (nearly 27 minutes), one may note that both
batteries remained nearly at the same voltage level. When the external
powering process was interrupted, the batteries voltage instantaneously
dropped, but remained on the expected operating level. Also, it is
possible to identify a slightly voltage drop for both batteries during
the flight, due to the batteries discharging process. No unexpected
behavior has been identified on this result.



138

0 225 450 675 900 1125 1350 1575 1800 2025 2250
Time [s]

4.16

4.17

4.18

4.19

4.2

4.21

V
ol

ta
ge

 [V
]

Batteries Voltage
on ground
external power

on
ground
battery
only

on flight

Figure 89: Batteries voltage

Figure 90 shows the FloripaSat instantaneous batteries current
behavior during the mission. Negative currents represent the batteries
discharging behavior. This plot shows that, even during the external
powering process, batteries current remained negative. The first rea-
son for this behavior is that the subsystems demanded more current
than provided by the external power supply. The second reason was
the adopted battery charging methodology, which is constant voltage
charging. It is well known from the literature that constant voltage is
not the most appropriate way to charge lithium-ion batteries (CHAOUI;

GUALOUS, 2017), however, this was the safest manner to charge the bat-
teries at that critical moment. Constant current charging could lead
the batteries to over-voltage state (there was no external charging con-
trol system available), which would activate the batteries protection
system minutes before the flight. In order to avoid this unnecessary
risky condition, a most conservative approach has been chosen.

This charging issue faced during the mission has led to a charging
circuit design, which will be used for batteries external charging pro-
cedure before the FloripaSat flight. Also, the research group is testing
a constant current charging circuit block to be implemented between
the solar panels and the battery. This could reduce the EPS harvesting
energy capability, but extend the batteries lifetime. Therefore, this
different architecture is under consideration for future EPS designs.

Figure 90 also shows that, after the lift-off, the batteries current



139

remained constant along the whole flight, on the expected level of nearly
23 mA (global current consumption of all modules).
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Figure 90: Batteries current

Figure 91 shows the batteries remaining electrical charge before
and during the flight. The battery monitoring chip is provided with
an instantaneous current integrator, which allows the EPS to obtain
batteries state of charge information. This data is extremely valuable
to the FloripaSat in order to schedule its tasks. Figure 91 shows a
slightly decrease on the battery remained electrical charge before the
flight. This occurs, as explained above, due to the subsystems higher
consuming current than the external supply current. After the exter-
nal powering interruption, one may note that the batteries discharging
rate has increased. Also, this figure shows that during the flight, the
batteries discharging rate was the same than before the flight, since the
subsystems power consumption has remained the same.

Figure 92 shows the batteries monitoring chip internal tempe-
rature. A considerable temperature increase may be noted in this
plot. Two are the main reasons for this effect: the first one is that
the thermal experiment dissipates heat to the instrument aluminum
casing (pre-heating operation mode), which leads to an overall tempe-
rature increasing inside the electronic compartment; the second reason
is the chip internal self heating due to its operation. A relevant obser-
vation here is that the temperature increasing rate was higher after the
launch. Again, two reasons may have contributed to this: the first one
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Figure 91: Batteries remaining electrical charge

is the rocket casing heating, due to the the air friction, which affects
the whole experiment temperature behavior; the second reason is that
the thermal experiment dissipated power was higher during the flight
(heating up mode).

Figure 93 shows the OBDH microcontroller internal tempera-
ture. The temperature curve has a similar behavior than the one ac-
quired by the EPS. This confirms the consistence on the results, since
two different sensors, in two different PCBs have registered similar re-
sults.

Figure 94 shows the acceleration measurements performed by
the OBDH IMU (MPU6050). From the plot, one may note only the
g acceleration on z-axis before the launching, since the rocket z-axis
was perpendicular to the Earth’s surface at the launching platform.
Also, as expected, there was no acceleration on axis x and y before
the launching. Figure 94 shows the acceleration at the launching mo-
ment. Right after the lift-off, acceleration on z axis shows a peak of
approximately 10 g and kept varying due to the ascendant movement
of the rocket. As the rocket trajectory changes, x and y acceleration
components were also increasing. Nearly at 1800 s the first stage sepa-
ration occurred, causing high amplitudes on all axes. Due to a rocket
belt separation fail, the acceleration level were higher than the expec-
ted and the rocket payload did not reach the correct velocity to obtain
microgravity conditions. After 1830 s the rocket appears to be rea-
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Figure 92: Batteries monitoring chip internal temperature
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ched low gravity environment, but due to the reduced time, it may
be interpreted as a free fall before the parachute opening. After 2050
s, z axis component has returned to the same level before launching,
and the other two axis acceleration returned to zero (rocket on vertical
position).
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Figure 94: OBDH acceleration measurements

Figure 95 shows the rotation measurements performed by the
OBDH IMU. Before the launching, as the rocket was attached to the
launching platform, no rotation was measured on any axis. After laun-
ching, fast rotation around z axis was recorded, due to the ascendant
spinning movement of the rocket. The plot shows a saturation on the z
axis measurement, which could be avoided using a dynamic IMU range
reconfiguration, achieved by software. This routine is already under
development to be included on the FloripaSat flight model OBDH soft-
ware. At 1800 s, rocket attitude control was activated but due to the
belt separation problem it failed. At 1900 s parachute was opened. Fi-
gure 95 one may also estimate the landing time (close to 2150 second
in the plot), since no rotation is verified in all axes.

Finally, and unfortunately, there was no communication between
the transceiver (CC1125) and the beacon transmitter (CC1175). Further
analyses allowed to detect an intermittent communication fail between
the radios, which was caused by a design mistake on the transceiver
circuit. For the transceiver to work properly with the frequency used
on this project (437.5 MHz), the crystal should have frequencies higher
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Figure 95: OBDH gyroscope measurements

than 40MHz. The lack on attending this requirement has caused a fre-
quency shifting on the transceiver. Although the beacon radio probably
transmitted correctly (verified by operational tests before and after the
flight), the transceiver did not receive the data. This hardware bug has
already been corrected and tests with the new hardware are being car-
ried out at the group’s lab. Fortunately, most FloripaSat data was sent
to the MPP through the OBDH communication (via UART), which
allowed to test all other subsystems’ functions.

3.9 CONCLUSION

This chapter has presented a qualification test procedure for na-
nosatellites which allows analyzing the subsystems behavior under se-
vere flight conditions. The idea behind the proposed test procedure
is to fly the engineering model of a nanosatellite in a sounding roc-
ket mission, before designing the satellite flight model. This chapter
has described the hardware and software needs to build an interface
between the rocket and the nanosatellite subsystems. The electronics
interface (Multi-Mission Platform) allows to keep the tests as close as
possible to the actual conditions that the satellite shall be submitted
in the real mission. A case study has been presented, testing the Flo-
ripaSat engineering model subsystems, for which the sounding rocket
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flight results have guided to important modifications in the satellite
flight model. Most importantly, the flight results have qualified both
the Multi-Mission Platform and the FloripaSat subsystem engineering
model in flight. This result places this work in a select group of space
qualified embedded systems dedicated to scientific missions.

The core features of the FloripaSat EPS engineering model have
been tested on flight. The results show that the subsystem ope-
rated perfectly for the energy management functions. As des-
cribed in this chapter, the solar panels input power control block was
not tested during the flight. The reason was the rocket safety require-
ments, which precluded solar panels to be attached outside the space-
craft. Even though, the solar panels inputs have been used to externally
power the nanosatellite subsystems and charge the batteries with the
voltage source placed in the bunker.

As explained in chapter 2, the most complex architecture has
been adopted for the FloripaSat engineering model: the discrete boost
MPPT. This decision has been taken based on its theoretical efficiency
performance, which surpasses the remaining. Although this input con-
trol architecture presented excellent results on laboratory tests, it has
more failure probability than all other circuits. This conclusion mo-
tivated the main contribution of this thesis: to improve the simplest
EPS architecture efficiency through software. Therefore, next chap-
ter presents a very elegant solution to improve the Directly Coupled
architecture efficiency through an energy-driven scheduling algorithm.
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4 ENERGY-DRIVEN SCHEDULING ALGORITHM
FOR NANOSATELLITE ENERGY HARVESTING
MAXIMIZATION

4.1 INTRODUCTION

Chapter 2 has discussed different EPS hardware architectures,
analyzing the circuits influence on energy harvesting capability. Although
the circuit that controls the solar panels plays a major role on energy
harvesting maximization, software policies may contribute to achieve
this goal. As explained, the MPPT architecture is more complex and
susceptible to fails when compared to the Directly Coupled one. Since
the solar panel control feature (MPPT with boost regulator) was not
tested in the sounding rocket mission, a simpler solution has been pro-
posed as an alternative: Directly Coupled architecture with an energy-
driven scheduling algorithm for energy harvesting maximization. This
solution was firstly designed for the Directly Coupled architecture,
however, along the work development, it has been noted its potential
for other architectures as well (See Chapter 5).

Satellites perform tasks that are beyond energy harvesting and
management. These tasks shall be somehow organized in order to ac-
complish the mission requirements. Since the tasks to be performed
may have different priorities, execution time, resources, etc., a satellite
task scheduling algorithm may be a key element to achieve a success-
ful satellite mission. Once the scheduling algorithm may define which
(and how) the satellite’s tasks are going to be executed, there shall be a
relation between the algorithm and the EPS, after all, tasks execution
demands energy. This chapter shows how the satellite tasks execution
may affect the solar panel behavior, mainly for the Directly Coupled
architecture.

The satellite scheduling problem is not new. It has been formu-
lated with a variety of perspectives, with numerous proposed solutions
(Section 4.2). Although there are distinct manners for defining and sol-
ving the problem (DISHAN et al., 2013), (GAYTAN et al., 2015), (WANG

et al., 2014), the goal is mostly the same: to optimize tasks execution
from some perspective (maximize communication quality (CHRISTO-

POULOS; CHATZINOTAS; OTTERSTEN, 2015), minimize system response
time (KIM; CHANG, 2015), etc.).

As described in Section 4.2, most of recent satellite scheduling al-
gorithms are not designed for nanosatellites. Besides this, none of them



146

aims energy harvesting maximization. Energy aware task schedulers
have been widely discussed for wireless sensor networks (WSN) appli-
cations (HAN; LIU; LUO, 2013), (HOELLER; FRöHLICH, 2015). Although
some of these works focus on reducing energy consumption to extend
the nodes lifetime, the problem is totally different. Most wireless sensor
networks have no energy input. Also, the periodicity (both in tasks exe-
cution as in power input) imposed by the orbital motion is not verified
in most WSNs. Some authors, even when considering energy harves-
ting embedded systems, propose algorithms based on dynamic voltage
and frequency scaling technique (TAN; YIN, 2016). This approach is
restricted to reducing the processor power consumption only. Thus,
this chapter introduces a solution to the satellite scheduling problem
with a different approach for an emerging class of low power satelli-
tes (SLONGO et al., 2016b).

4.2 STATE OF THE ART

The task scheduling problem in satellites is not new, referring
to the late 50s and early 60s, during the Space Race, where military
artificial satellites started being developed and launched. At that time,
the main concern was to maximize communication time. The system
factors pertinent to the scheduling problem used to be classified into
three categories: satellite availability, communication requirements and
quality of communication. Linear programming approach has been one
of the solutions to solve a set of mathematical equations in a maxi-
mization problem. Due to the computational limitation at that time,
dynamic scheduling was considered an overhead (AHARA; ROSSBACH,
1967).

With the increasing number of launched satellites and the de-
velopment of new channel access methods, the scheduling problem has
become more sophisticated. For instance, scheduling algorithms have
been applied to satellite systems communicating through time division
multiple access (TDMA) to a channel. In this case, the proposed sche-
duling algorithm goal was to avoid or to reduce message conflict from
ground stations when occupying a time slot. Also, the idea was to
minimize the assignment procedure to shorten assignment time delay
(DURRANI; JO, 1989). No power constraint is mentioned in this solu-
tion.

Later, scheduling techniques have been applied to Earth Obser-
ving Satellites (EOS). Some of these works considered energy cons-
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traints in their scheduling algorithms. The Landsat 7 from National
Aeronautics and Space Administration (NASA), for instance, imple-
mented the so-called duty cycle constraint. A sensor should be limited
to its operating time for a given period (GLOBUS et al., 2004). For the
Landsat 7 a sensor should not be used for more than:

1. 34 minutes in any 100 minutes period,

2. 52 minutes in any 200 minutes period, or

3. 131 minutes in any 600 minutes period.

Since there is a correlation between the time the sensor is turned on
and its power consumption, this can be considered an energy constraint.
However, none of the evaluated algorithms solve the scheduling problem
to reduce power consumption but to maximize the number of collected
images from Earth.

An innovative work has considered fault-tolerant and real-time
aspects to solve the task scheduling problem for multiple observation
satellites (ZHU et al., 2015). In this innovative approach, the authors
adopt the replication concept to ensure that a signed job is going to be
executed. For this, they assume that a task primary copy is successfully
allocated only if its corresponding task backup copy can be scheduled
in another satellite. Otherwise, the primary copy shall be canceled.
Even if one of the satellites fails in executing the task, the other one is
able to execute it. Although the scheduling problem is rigorously well
defined through a set of equations and assumptions that ensure the
good performance of the algorithm, this work also does not mention
power constraints or energy efficiency optimization.

Some recent works have been developed on solving the issue
of ground station-satellite communication on multi-satellite missions.
This problem also may be solved using scheduling algorithms. Recent
ideas have emerged as applying mutation concepts of genetic algorithms
to meet computation time and success rate mission requirements on
satellite communication. Hybrid Dynamic Mutation has demonstrated
outstanding performance in terms of speed and reliability when compa-
red to other mutation strategies (ZHENG; GUO; GILL, 2017). Although
both algorithms have proved to be efficient they are focused on the
ground station side. They do not consider the satellite tasks manage-
ment nor its energy consumption impact on mission accomplishment.

A dynamic scheduling approach is proposed by Wang et al. for
emergency tasks on distributed imaging satellites (a satellite constel-
lation for imaging proposes). The authors defined a multi-objective
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mathematical programming model that contains five objects: tasks,
resources, available opportunities, operational constraints and objecti-
ves (WANG et al., 2014). Energy consumption minimization is classified
as one of the scheduling objectives. The authors present a so-called
merging tasks technique, which allows tasks being executed simulta-
neously, reducing energy consumption in comparison with other algo-
rithms. However, authors state that the scheduling main goal is to
maximize the priorities of the scheduled tasks under operational cons-
traints. Since the application is focused on emergency tasks, energy
consumption is not the main concern.

An energy-driven scheduling algorithm has been proposed by
Moser et al (MOSER et al., 2006). The authors considers an embedded
system which is able to harvest energy. They are based on the principle
that tasks deadlines may be attended only when there is enough energy
to execute them. Therefore, properties as the energy source availabi-
lity, capacity of the energy storage as well as tasks power consumption
shall be considered. Their scheduling algorithm considers the input
energy, as well as the stored energy, in order to properly schedule the
tasks, avoiding the deadlines missing for energy lack. However their
formulation does not implies in energy harvesting maximization. They
are able to respect more tasks deadlines when compared to the tradi-
tional Earliest Deadline First (EDF) algorithm. However, the authors
consider the input power actually fed into the energy storage. They
do not analyze the task scheduling effect in the battery behavior and,
consequently, in the harvested energy availability.

Finally, a very interesting and recent work has combined a na-
nosatellite application with an energy-efficient scheduling technique
(PANG et al., 2015). The authors emphasize the advantages of using
nanosatellite swarms for synthetic aperture radar (SAR) application.
Nanosatellite swarms may be more efficient and less costly than a sin-
gle satellite solution. Although part of the authors’ work problem de-
finition is application dependent (SAR), it does consider energy cons-
traints. The authors define a power function which has a minimum
value to perform an assigned task.

The authors also introduced a satellite failure probability aspect
in their problem formulation. Satellite’s failures are modeled through
a reliability function, based on Weibull distribution (WEIBULL, 1951)
(NASSAR et al., 2017). Besides this, the authors have created a set of sce-
narios considering energy consumption and communication bandwidth,
adding the failures probability component. Finally, the problem is redu-
ced to the failures and power consumption minimization. The authors
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selected the following metrics to evaluate their algorithm performance:
mean total energy consumption (MTEC), mean time to mission failure
(MTMF), and mean time between failure (MTBF). Simulations have
shown that their approach achieved better results than the general al-
gorithms partial rescheduling (PR) and complete or full rescheduling
(CR).

It is worth noting that this last discussed work took a step
beyond the other mentioned above. It has not only added an energy
constraint, but the proposed algorithm has been optimized to reduce
power consumption. The next section shows the scheduling strategy
proposed in this chapter, which moves further on the energy issue, ai-
ming the nanosatellite’s energy harvesting maximization.

4.3 PROPOSED SCHEDULING ALGORITHM STRATEGY

The proposed scheduling algorithm strategy applies for the EPS
directly coupled circuit presented in Section 2.4 (see Figure 5). Recal-
ling Equation 2.1, it is clear that the solar panel voltage (Vsp) depends
on solar panel current Isp, battery current Ibat and battery voltage Vbat.
Solar panel current depends on the solar irradiance. However, the bat-
tery voltage and current, may be directly affected by the nanosatellite
power consumption (tasks executions). This means that, according to
the tasks being executed, the nanosatellite power consumption may
vary, consequently, increasing or decreasing the battery voltage and
current. This directly affects the nanosatellite power input.

Although Equation 2.1 shows that Vdrop may be obtained from
the solar panel current Isp and from the battery current Ibat, there
is no need for computing the Vdrop in the EPS microcontroller. This
is the elegance of the problem formulation. By using the Perturb and
Observe (P&O) maximum power point algorithm (Section 4.3), all that
the EPS microcontroller has to do is to trigger the tasks and measure
the solar panel delivered power (solar panel voltage and current mea-
surements). This Maximum Power Point Tracking (MPPT) algorithm
has been implemented in C language, which runs on the EPS micro-
controller, allowing energy harvesting maximization through the tasks
execution control.

Based on the mathematical conclusion that the Vsp is affected
by the Vbat, allowing power input to be maximized by tasks execution
control, then, the scheduling algorithm may be designed. This section
clarifies how the scheduling algorithm has been implemented, taking
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into account the energy harvesting maximization and the tasks execu-
tion issues.

4.3.1 Energy harvesting maximization

As demonstrated in Section 2.4, the EPS directly coupled archi-
tecture causes the solar panels to depend on the battery voltage. The-
refore, the nanosatellite’s tasks execution affects the operating point
of the solar panels through the battery charging and discharging ef-
fect. Then, the proposed algorithm controls the nanosatellite load’s
current in order to keep the solar panels working as close as possible to
their MPPT. To achieve this, the Perturb and Observe (P&O) method
(SARAVANAN; BABU, 2016) is implemented in the EPS microcontroller.

The MSP430F249 internal analog to digital converter (ADC) is
used to measure the solar panels voltage. ADC channels are also used
to measure the solar panels current through shunt resistors and am-
plification circuits. These measurements allow the instantaneous input
power calculation in the microcontroller (Equation 4.1). The micro-
controller calculates the input power in every iteration. For each power
measurement the microcontroller compares the actual value (Psp(n))
with the previous one (Psp(n − 1)). According to the measurements,
more or less nanosatellite tasks are triggered, causing the battery vol-
tage to vary and the solar panels to approximate to their optimums
operating point.

Psp = VspIsp (4.1)

Figure 96 explains the algorithm. Unlike a hardware MPPT, the
proposed algorithm does not change the solar panels voltage directly.
For points 1 and 2 in Figure 96, the energy-driven scheduling algorithm
would reduce the number of tasks being executed, in order to increase
battery voltage and, consequently, to increase the solar panel voltage
(V sp). This sets a new operating point for the solar panels, increa-
sing the nanosatellite power input. The opposite behavior is verified
in points 3 and 4, where the solar panel voltage increases and the in-
put power moves away from the Pmpp. The algorithm shall identify
this and shall increase the number of tasks to be executed in the next
iteration. The conclusion is: solar energy harvesting maximization is
ensured by the dynamic control of the task’s execution. From this
conclusion it is clear that the scheduling algorithm is energy-driven.
Algorithm 1 shows a pseudo code for the scheduling algorithm, where
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Figure 96: P&O algorithm.

perturb the system, in this case, means to execute more or less tasks.
For any set of tasks to be scheduled, independently of their power

consumption and duration, it is possible to maximize the solar panels
delivered power. Anytime that the battery voltage shall be changed,
tasks will be anticipated or preempted. This means that the algorithm
would give preference to maximizing the input energy rather than me-
eting the tasks’ deadlines. The problem is that, not ensuring the tasks
to be properly executed may be extremely harmful for the mission. For
critical application satellites this approach may conflict with mission
requirements. However, for scientific missions (most current nanosa-
tellites’ application), it may be more relevant to harvest more energy
(increasing the overall satellite’s number of tasks performed in orbit)
than meeting non-critical tasks deadlines. Even though, the energy-
driven approach shall be able to deal with tasks with different power
consumption, duration and priority ensuring their proper execution.
Therefore, next section explains how the energy-driven scheduling al-
gorithm may address this issue.
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Algorithm 1 MPPT Algorithm.

1: initialize variables
2: measure voltage Vsp(n− 1)
3: measure current Isp(n− 1)
4: compute power Psp(n− 1) = Vsp(n− 1) · Isp(n− 1)
5: perturb the system in arbitrary direction
6: loop
7: measure voltage Vsp(n)
8: measure current Isp(n)
9: compute power Psp(n) = Vsp(n) · Isp(n)

10: if Psp(n) > Psp(n− 1) then
11: perturb the system in the same direction as previous itera-

tion
12: else
13: perturb the system in the opposite direction of previous ite-

ration
14: end if
15: Vsp(n− 1) = Vsp(n)
16: Psp(n− 1) = Psp(n)
17: end loop

4.3.2 Definition of tasks execution

The first thing to keep in mind is that the nanosatellite may be
considered a multicore problem. Every single nanosatellite subsystem/-
module has its own microcontroller, co-working in a distributed control
architecture. Figure 97 shows how the nanosatellite tasks may be dis-
tributed in two subsequent orbit cycles. The tasks are executed by the
nanosatellite subsystems/modules EPS, OBDH and TT&C. Therefore,
for a given orbit Oi (where i ∈ Z represents the number of orbits) the
tasks may be classified in three different sets: tasks already executed
Tae, tasks under execution Tue, and tasks to be executed Ttbe. Thus,
the total number of tasks TT executed in an orbit Oi may be described
as:

TT = Tae ∪ Tue ∪ Ttbe (4.2)

The energy-driven scheduling algorithm does not consider the
already executed tasks in order to determine which tasks shall be exe-
cuted next. Therefore, only a subset of TT is taken into consideration,
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Figure 97: Tasks distribution in orbits.

which is the Tc, consisting of the tasks under execution and the tasks to
be executed within the orbit Oi. This defines the set of tasks considered
by the energy-driven scheduling algorithm for each iteration.

Tc = Tue ∪ Ttbe (4.3)

From Algorithm 1 in Section 4.3.1, there are two options every
time the energy-driven scheduling algorithm is triggered: tasks under
execution shall be preempted (tpp); or tasks to be executed shall be
anticipated (tatp). The question is: may all the satellite tasks be pre-
empted without prejudicing the mission’s goal? For most applications
the answer is no. But, as already discussed, for nanosatellites under
scientific missions, the number of preemptive tasks tends to be much
greater than for critical application satellites. Even though, the energy-
driven scheduling algorithm shall ensure that the non-preemptive tasks
are going to be executed properly. Besides this, which task from the
set Ttbe shall be triggered first when the algorithm identifies the need
for tasks anticipation?

The solution proposed for these questions is to split the tasks’
set Tc in three tasks’ lists: high priority list Lhp; low priority list Llp;
and non-preemptive list Lnp. These three lists shall be defined by the
energy-driven scheduling algorithm designer, considering the nanosa-
tellite mission requirements. Some rules must be defined in order to
ensure that the energy-driven scheduling algorithm will execute all the
tasks properly:

1. only one task from Lhp may be executed at time;
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2. tasks to be anticipated are defined by the Earliest Deadline First
(EDF) criteria;

3. tasks under execution from Lnp must not be preempted.

The decision of executing only one high priority task at time is
based on the nanosatellite hardware architecture. Although it has three
microcontrollers to execute the tasks, they are connected to the same
hardware peripherals, in some specific circuit blocks. This could lead
to the situation of two or more microcontrollers trying to access the
same component/sub-circuit with the same priority level. Therefore,
to avoid this type of conflict, and to simplify the tasks priority model,
only one high priority task shall be executed at time.

The traditional EDF algorithm has been already defined as ineffi-
cient for attending the tasks deadlines in such energy harvesting embed-
ded systems (MOSER et al., 2006). However, in this case, it is combined
with the energy maximization algorithm, which considers the energy
input aspect every iteration.

Equations 4.6 to 4.8 show a hypothetical example for the lists
configuration for the tasks of Figure 97. Besides the tasks distribution,
Figure 97 uses colors to represent tasks nature: red - high priority; green
- low priority; yellow - non-preemptive. Considering those lists and set
of tasks, and supposing that the energy-driven scheduling algorithm
has determined that a task shall be anticipated (tatp), that task shall
be ta. Based on the proposed strategy, follows:

Tue = {tn, tc, tz} (4.4)

Ttbe = {tx, ta, tv, tb, tn, tz, tc} (4.5)

Lhp = {tn, tx, tv} (4.6)

Llp = {ta, tb, tz} (4.7)

Lnp = {tc} (4.8)

tatp = ta (4.9)

Although tx has the earliest deadline among the tasks to be exe-
cuted Ttbe, it is a high priority task in Lhp as well as tn, and two high
priority tasks must not be executed simultaneously. Figure 98 illus-
trates the incompatibility of two high priority tasks under execution.
Recalling Figure 97, the task with earliest deadline in Ttbe (excluding
tx) is ta, therefore tatp = ta, as shown in Figure 99.

Now, considering the same scenario of Figure 97, but supposing
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Figure 98: Incompatible scenario of two high priority tasks under exe-
cution.
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Figure 99: EDF modification causing ta to be executed instead of tx.

that a solar irradiance variation has caused the algorithm to preempt
some task. That task shall be tz. This occurs because tc is a non-
preemptive task (it is in Lnp) and because tn is a high priority task.
This scenario causes the algorithm to preempt the low priority task tz,
as shown in Figure 100.

The tasks organization in these lists, as well as the rules to exe-
cute that tasks, allow both the energy harvesting maximization, as
well as the tasks to be properly executed. Even for tasks with dif-
ferent power consumption and duration, the tasks’ deadlines may be
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Figure 100: Task tz preempted to achieve energy harvesting maximi-
zation.

accomplished.
However, an important remark shall be made here. The number

of non-preemptive tasks to be scheduled is inversely proportional to the
energy harvesting maximization efficiency. Also, the more energy the
tasks takes the lower is the efficiency of the scheduling algorithm. This
introduces the concept of task granularity, which may be considered
equivalent to the tasks consumed energy. Keeping the grains small
(low energy tasks) allows the algorithm to respond faster to the solar
irradiance and temperature variations, which results in harvesting more
energy.

tE =

∫ b

a

tP dt (4.10)

where tE is the task energy; tP is the task power consumption; and
b− a is the time to execute the task.

Finally, it is worth mentioning that this lists’ concept allows
adopting this algorithm to any nanosatellite operating with the directly
coupled EPS. Even though the nanosatellite set of tasks, subsystems
or payloads are different from the FloripaSat, the algorithm may still
be used. The only work that needs to be made is to distribute the
nanosatellite into the proposed lists. A list defining tool may be used
for this purpose, as explained in Chapter 5.
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4.3.3 Algorithm iteration interval

In addition to the tasks execution issue, another important as-
pect that must be taken into account when designing the energy-driven
scheduling algorithm is the iteration interval. Ideally, the shorter the
scheduling iteration interval the better is the result on maximizing the
energy harvested. This occurs due to the satellite fast dynamics (po-
sition on orbit and tasks execution). Since the scheduling algorithm
controls the satellite’s tasks in order to keep the solar panels voltage on
the optimum value (maximum power point voltage Vmpp) and because
the optimum condition continually changes, the algorithm shall be trig-
gered as fast as possible. However two trade-offs must be considered
to define the optimum algorithm iteration interval: power consumption
and computational capacity.

Starting from the algorithm power consumption issue, as shown
in Section 4.3.1, the operations to maximize the solar energy input are
the following: measuring the solar panels voltage and current (ADC re-
adings), computing the instantaneous delivered power, comparing the
instantaneous input power with the previous value and enabling/disa-
bling the satellite’s tasks (IOs configuration or communication through
I2C). All of these operations are executed by an ultra low power mi-
crocontroller, which consumes few micro watts to execute them. The-
refore, the power consumption to perform one algorithm computation
may be considered insignificant when compared to the nanosatellite
overall power consumption, the EPS power consumption, or even with
the energy harvesting gain by triggering the scheduling algorithm.

However, the problem arises when the scheduling algorithm ite-
ration interval is so small that the microcontroller ultra low power
consumption level is higher than the energy harvested. This case ra-
rely occurs before the microcontroller computational resources limit is
achieved. However, it is worth defining limits to the iteration interval.
The following three conditions shall be attended in order to achieve the
best performance for the proposed energy-driven scheduling algorithm:

1. taii > taci;

2. taii > tpc → Eai < Ehg;

3. taii shall be made as smaller as possible, respecting the two above
conditions.

where taii is the energy-driven scheduling algorithm iteration interval,
taci is the available interval for the computational resource to compute
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the scheduling algorithm outputs, and tpc is the interval limit for which
the algorithm iteration energy consumption Eai is smaller than the
energy harvesting gain Ehg.

Considering an EPS based on a single core microcontroller, and
that there is no operating system (bare metal execution) to allow mul-
tithreading, then, the scheduling algorithm low period iteration may
be considered a computational capacity restriction problem. However,
it is important to mention that, our case study (FloripaSat), as well as
most of recent nanosatellites, is based on a distributed computational
architecture. This means that each satellite module/subsystem (EPS,
TT&C, OBDH, ADCS) has its own microcontroller. This drastically
reduces the computational resource problem, since the EPS has a de-
dicated microcontroller, with only two main functions: battery mana-
gement and scheduling algorithm execution. The satellite tasks control
shall be performed by each module/subsystem. In most cases, the EPS
function is only to inform, through the I2C protocol (which connects
all modules/subsystems), that more or less tasks shall be executed. In
short, our suggestion is to firstly design the EPS battery management
embedded software (the most critical function), allocating the remai-
ning EPS microcontroller computational capacity to be used to the
scheduling algorithm.

The optimal energy-driven scheduling algorithm iteration inter-
val may be experimentally obtained, considering the mission requi-
rements (computational resource, microcontroller power consumption,
etc). For our case study (FloripaSat), taii was defined as 455 ms (see
Section 4.4.2). Tests have been performed with smaller iteration inter-
val (400 ms), leading to even better results (more energy harvested).
This means that taii =400 ms> tpc. However, the iteration interval
could not be made smaller than 455 ms because this was the smallest
interval to avoid conflicts with the critical functions of battery mana-
gement, which are also performed by the EPS microcontroller.

4.4 EXPERIMENTAL SETUP

4.4.1 Test stand

In order to evaluate the above mentioned scheduling algorithm
the test stand proposed in Section 2.11 is configured to perform the
following tests:
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1. Solar panel emulation: One of the four power analyzer chan-
nels is set with positive voltage and positive current, emulating
the solar panel behavior. This first test allows the evaluation of
EPS features regarding the energy input, like solar panel voltage
and current measurements;

2. Battery emulation: One of the four power analyzer channels is
set with positive voltage and positive current (discharging mode)
or negative current (charging mode), emulating the nanosatellite
battery. This test allows the evaluation of EPS battery moni-
toring features like: input/output battery current measurement,
battery voltage measurement, overvoltage and undervoltage pro-
tection;

3. Nanosatellite power consumption emulation: This test may
be performed setting one power analyzer channel with positive
voltage and negative current, working as a controlled electronic
load. The parameters (voltage and current) may be set by equa-
tions, by stored data vectors or even in real time, by a LabVIEW
virtual instrument (VI). This feature allows to test the EPS with
a variable electrical load as suggested in Section 4.3;

4. Orbit-position input power emulation: A light emitter sys-
tem (high power LEDs) is controlled by one of the power analy-
zer channels. The light emitter system illuminates one or more
solar panels, which deliver energy to the EPS. Since the power
analyzer has three other available channels, one or more of the
above mentioned tests may be performed simultaneously. For
instance, the whole scenario may be emulated selecting channel
one for controlling the light emitter system, channel two for the
battery emulation and channel three for the power consumption
emulation. In this configuration, a long term test may be perfor-
med, where many orbit cycles may be emulated, experimentally
evaluating not only the EPS itself, but mainly, the scheduling
algorithm;

5. Computer communication: The EPS has a debug USART se-
rial interface for sending important data to the computer. This
interface is used only for in-house tests. This allows, for instance,
to identify all the decision taken by the EPS, including the trig-
gered tasks.
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4.4.2 Test configuration

The results presented in Section 4.5 have been obtained from a
three orbital cycle test performed at the laboratory. A LED lamp had
its light intensity controlled by one power analyzer channel working
on current setting mode. For this channel, a current curve is genera-
ted, emulating the behavior of the power delivered to the solar panels
in orbit (Figure 101), as explained in Section 2.8.2. Two solar panels
have been connected in parallel and placed inside a box to avoid exter-
nal light influences. The FloripaSat is provided with six solar panels,
however, not all of them are going to deliver power to the system simul-
taneously. Due to the satellite rotation, only two or three panels are
hit by the sunlight simultaneously (according to orbital positioning).
Figure 102a shows a picture of the FloripaSat’s prototype and Figure
102b shows the EPS under test.

Figure 101: LED current.

The second power analyzer channel emulates the satellite power
consumption (working as an emulated electronic load). It represents the
nanosatellite tasks in execution. For each algorithm iteration the load
current is increased or decreased in 10mA, according to the calculation
performed by the microcontroller (every 455ms). The power analyzer
control has been implemented in LabVIEW. The computer receives the
EPS command (through serial interface) to increase or decrease the load
current and the LabVIEW actuate on the power analyzer. In normal
operation, the EPS shall send the commands to the OBDH, which will
trigger the nanosatellite tasks. The decision of using an emulated elec-
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(a) FloripaSat prototype.

(b) FloripaSat EPS under test.

Figure 102: FloripaSat prototype and EPS under test.

tronic load, instead of the real FloripaSat PCBs executing their tasks,
was made to simplify the experiment. Not all the FloripaSat software
control is ready to use yet. Besides this, the emulated electronic load
provides more flexibility without compromising the test consistency.

Also, as discussed in Section 4.5 the temperature affects the solar
panels efficiency. For this reason, the solar panels temperature is also
measured. Two T-type thermocouples (one for each solar panel) have
been attached on the solar panels surface. The temperature has been
sampled every second and the data was sent to the computer through
the Omega HH127 Thermocouple Datalogger and Thermometer.

4.5 RESULTS

The results presented in this section have been obtained from
tests of three orbital cycles. Each cycle takes nearly 90 minutes, the-
refore, each test lasts for approximately 270 minutes. First, the EPS
running the proposed energy-driven scheduling algorithm has been eva-
luated. The algorithm works only during the orbit period, where the
sunlight hits the solar panels. During the eclipse the current provided
to the load is kept constant (50mA). After the test with the scheduling
algorithm is finished, the average current provided to the load is cal-
culated. Then, a test without the scheduling algorithm is performed.
In the test without the algorithm, the load current is kept constant
(with the average current from the test with the scheduling algorithm)
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during the three orbit cycles.
Figure 103a shows the power delivered by the solar panels during

the test with the scheduling algorithm. Comparing with the result
obtained from the test without the scheduling algorithm (Figure 103b),
one notes that the nanosatellite has harvested more energy with the
energy-driven scheduling algorithm. Considering the complete test for
three orbits, the scheduling algorithm allowed the EPS to harvest 4.48
% more energy than the EPS running without the scheduling algorithm.
The greater difference occurs in the first orbit cycle, where the proposed
algorithm has allowed an energy harvesting gain of 8.46%.

The solar panels voltage curve allows one to better understand
why the difference was greater in the first orbit cycle. Figure 104 pre-
sents the solar panels voltage for both tests. Note that the solar panel
voltage drops in the beginning of Figure 104a. The algorithm identifies
that the battery voltage is too high, causing the solar panels voltage to
operate far away from the MPP. Therefore, more tasks start to be trig-
gered (electronic load current increased in steps of 10mA). The battery
voltage drop (due to the increased current provided to the load) causes
the solar panels voltage also to decrease. Therefore, the solar panels
operate closer to the MPP in this cycle. Figure 104b shows the oppo-
site behavior for the experiment without the energy-driven scheduling
algorithm. Since the load current is kept constant in this test (no sche-
duling algorithm) the battery voltage increases as the solar irradiance
increases. This causes the solar panels to operate far away from the
MPP, harvesting less energy.

Note that for the two next cycles, the difference in the power
delivered by the solar panels decreases (Figure 103). This happens
due to the battery voltage drop in the test without the energy-driven
scheduling algorithm. Even with no control of the load current, the
solar panel voltage drops for the two last cycles, due to the natural
battery discharge providing constant current to the load. Longer tests
may show that, after the battery reaches its under-voltage limits the
system without the energy-driven scheduling algorithm would be even
more inefficient.

Another important issue to keep in mind is the matching between
the solar panels and the battery (LEE; KIM; SHIN, 2013). For any satel-
lite and specially for the EPS with the directly coupled circuit architec-
ture, the correct definition of batteries and solar panels may drastically
affect the overall satellite efficiency. For our case study, the solar panels
may be designed to have a higher Vmpp. This would avoid the solar pa-
nels voltage to move far from their optimal operation point during the
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(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 103: Solar panel power.
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eclipse. Since the solar panels Vmpp is close to the battery voltage knee,
it is harder to keep the battery voltage around this point. Therefore,
the EPS hardware design may also affect the energy-driven scheduling
algorithm.

Figure 105 shows the great difference in the solar panel current
with and without the energy-driven scheduling algorithm. For all th-
ree orbit cycles one may note that the solar panel current has almost
the same behavior for the test with the scheduling algorithm (Figure
105a). This demonstrates the efficient control to operate the system on
the MPP. For the case without the energy-driven scheduling algorithm
(Figure 105b), one may note that the harvested current increases every
cycle, since the solar panel approximates the MPP, due to the natural
discharge of battery. For longer tests, this efficiency shall also decrease
when the battery voltage drops below the optimal voltage that causes
the solar panels to operate close to the maximum power point.

Figure 106 shows the battery voltage for both tests. Figure 106a
shows the algorithm impact in battery voltage, by changing the load
current. On the other hand, Figure 106b shows the natural charging
and discharging process caused by the solar panel input current and the
constant load current (104.8mA). Another important aspect in these
plots is the under-voltage limit around 2.4V. Note that, due to the
algorithm load current control, this limit is reached since the first orbit
cycle, where the battery voltage is reduced when the solar irradiance
reduces. For the test without the energy-driven scheduling algorithm
this limit occurs only in the third orbit cycle.

Figure 107 also shows the battery current for both tests. In these
plots the difference is more clear. For the case with the energy-driven
scheduling algorithm (Figure 107a), the battery current varies signi-
ficantly, in order to compensate temperature and irradiance changes,
keeping the solar panel voltage as close as possible to the MPP. Figure
107b shows a more regular behavior, where the current varies only due
to the solar panel current input (since the load current is constant for
this case). From Figure 107 an interesting question may arise: is this
battery charging current variation caused by the scheduling algorithm
harmful to battery life? In order to properly answer this question, a
battery aging effect/charging method analysis shall be conducted. This
is out of the scope of this thesis, however, this topic is mentioned in
Chapter 5, where a battery aging parameter is suggested to improve
the scheduling algorithm performance.

Finally, Figure 108 shows the solar panels temperature during
the tests. Two thermocouples have been asymmetrically placed over
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(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 104: Solar panel voltage.
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(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 105: Solar panel current.
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(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 106: Battery voltage.
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(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 107: Battery current.
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the solar panels in order to measure the temperature gradient along
the experiment. They are identified by the green and blue lines in
Figure 108. The experiments were performed inside a closed chamber,
in order to avoid external light to affect the tests. LEDs lights were
focused on solar panels increasing their temperatures due to irradiation
effect. During the shadow period, solar panels temperature decreases,
but it increases gradually as the LEDs are turned on again. A cooler
to remove the warm air from the chamber was used, however it was not
effective enough due to convection heat transfer limitation. A new test
stand with two more powerful coolers has been designed to decrease
the heating effect on the solar panels. Nevertheless, nanosatellites face
similar conditions in outer space, where properly temperature control
on solar panels is not possible. Indeed, temperature ranges will be
different in orbit, but heating effect after leaving the shadow region
will always be present on the solar panels.

Temperature variation is the main cause to change the solar pa-
nel VMPP . Comparing Figure 108 with Figures 105 and 103 one may
note that the temperature variation affects the solar panel current and
power output. The higher the temperature, the lower the delivered
power. This occurs due to the great variation in the VMPP for different
temperatures. This justifies the power and current peaks difference in
the same orbit cycle in Figures 103b and 105b. Note that for the test
with the energy-driven scheduling algorithm this effect is reduced due
to the dynamic change in load’s current, reducing the battery voltage
when the temperature increases (Figures 103a and 106a).

4.6 CONCLUSION

The proposed algorithm has demonstrated its energy harvesting
maximization capability. Considering the complete test with three or-
bits, the EPS running with the energy-driven scheduling algorithm
harvested 4.48 % more energy than the EPS running without the algo-
rithm. An energy gain of 8.46% has been achieved for the first orbit cy-
cle, where the initial battery voltage causes the solar panels to operate
far from the Vmpp. The experiments also have shown that the natural
battery discharge (operation without scheduling algorithm) momenta-
rily approximates the solar panel voltage to the Vmpp. However, due
to the cyclical nature of the battery charge/discharge process in or-
bit, tests longer than three orbit will show that the EPS harvesting
efficiency without the energy-driven scheduling algorithm will decre-



170

(a) Test with the scheduling algorithm.

(b) Test without the scheduling algorithm.

Figure 108: Solar panel temperature.



171

ase again. Besides this, the temperature effects on solar panel power
output has been reduced by the load’s current control provided by the
energy-driven scheduling algorithm. This is also a benefit of the pro-
posed algorithm.

This work has experimentally proved that tasks control may op-
timize energy harvesting capability for directly coupled EPS. However,
the tasks have been emulated as steps of 10mA in an electronic load.
The next activity is to model the CubeSat tasks considering their power
consumption and duration, using the lists’ tasks organization proposed
in Section 4.3.2. The Perturb and Observe algorithm shall then be
tuned to operate with this set of tasks. Also, tasks priorities optimi-
zation shall be implemented in the new version of the energy-driven
scheduling algorithm.

Besides this, other parameters may be added to the algorithm
in order to make it even more efficient. Firstly, the battery remaining
energy shall also be considered to avoid tasks preemption due to the
lack of stored energy. In order to properly add an energy management
strategy to this algorithm, the battery aging effect must be considered
(AGARWAL et al., 2010). Finally, an energy input prediction model may
also improve the rate of successfully executed tasks. Since the input
energy behavior is periodic, the algorithm may execute tasks that would
be preempted when analyzing only the stored energy. The next chapter
discusses ideas that will guide future work, improving even more the
Directly Coupled EPS architecture efficiency.
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5 FUTURE WORK

This chapter points out solutions to improve the scheduling al-
gorithm proposed in Chapter 4 and discusses the algorithm application
on different EPS architectures. Even though the scheduling algorithm
is energy driven, it may be modified to improve the quality of service.
This would require a hybrid strategy that would optimize the tasks
execution while maximizing the harvested energy. Also, the tasks pre-
emption rate may be decreased if an energy input prediction parameter
is added to the algorithm. Besides this, the battery aging effect shall
be taken into consideration, since it affects the solar panel voltage and
the tasks execution capability. Finally, particularities of the EPS ar-
chitectures presented in Chapter 2 are discussed under the prism of
scheduling algorithms.

5.1 TASKS EXECUTION OPTIMIZATION

This thesis has demonstrated that a satellite energy harvesting
capability may be improved by scheduling its tasks. A strategy of
distributing the nanosatellite tasks in lists is presented. However, this
work does not provide a tool to automatically distribute those tasks.
Thus, in order to adopt the proposed algorithm to any nanosatellite
mission, the algorithm user must manually define and distribute the
tasks of his satellite in the lists proposed in this work. The development
of this tool would be a step forward in this research, allowing many
research groups to use the algorithm.

In addition, Chapter 4 has addressed the tasks preemption issue.
Although the proposed solution avoids missing hard deadlines for the
high priority tasks, as well as avoids preempting the ones that shall not
be preempted, it does not optimize their execution. Knowing the satel-
lite tasks energy consumption, their priorities and preemptive characte-
ristics may lead to an hybrid scheduling algorithm, which aims energy
harvesting maximization and tasks execution optimization. This idea
would not only improve the satellite energy harvesting capability, but
it would also improve its quality of service.
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5.2 ENERGY INPUT PREDICTION

The satellite movement in orbit may be predicted with models,
as the one presented in Section 2.8.2. It also may be determined in real
time by the ADCS. Differently from most energy harvesting systems
operating on Earth, satellites are under well known and periodic solar
irradiance level variations. This allows adopting energy harvesting pre-
diction models which may significantly improve the satellite quality of
service.

Most energy aware scheduling algorithms are based on the bat-
tery energy remaining capacity. This means that most algorithms
analyze only the actual condition of the system. Scheduling algo-
rithms that are able to predict the energy input may postpone, or
even avoid, the preemption of tasks that normally would occur. This
approach has been successfully used in energy harvesting wireless sen-
sors networks (KOSUNALP, 2016) (SHIN; JOE, 2016). The techniques
designed for wireless sensors networks may be even simplified to use in
satellites. Nanosatellites ADCS real time orbit determination data, and
the solar irradiance level periodicity leads to a simpler prediction pro-
blem. This may improve the satellite quality of service without causing
processing overhead.

5.3 BATTERY AGING

The proposed energy-driven scheduling algorithm method could
also consider the battery state of charge in order to choose the group of
tasks to be performed. The battery monitoring chip already provides
the state of charge information. However, the chip does not consider
the aging effect caused by the charging/discharging cycles. Thus, the
idea is also to include in the scheduling policy a battery aging predic-
tion model (GHOLIZADEH; SALMASI, 2014), (SCHMALSTIEG et al., 2013).
This will allow the scheduling algorithm to adapt its priorities based
on the battery condition.

Normally these algorithms result in heavy calculation, which
could cause an overhead for the OBDH processor, or for the EPS mi-
crocontroller. However, since battery aging takes time, one could use
a ground station parameters update strategy. The ground station soft-
ware could perform the heavy calculation with the EPS received data,
and from time to time, update the EPS state of charge parameters
by sending new ones. This idea is already under analysis at the LCS
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laboratory both by the TT&C as well as by the EPS team.

5.4 EPS ARCHITECTURE DEPENDENCE

The experiments and simulations of Chapter 2 have demons-
trated that the VLDO architecture was the most efficient of the four
presented in this work. Therefore, instead of implementing the energy
driven scheduling algorithm in the directly coupled circuit, the next
step will be to migrate it for the VLDO architecture. A faster response
than the DC EPS may be achieved, due to the direct relation between
solar panel voltage and load current.

Besides this, a further analysis shall be performed to define the
VLDO output voltage limitation. When the output voltage is clamp,
the solar panel voltage dependence on load’s current is even higher,
since battery current decreases. Therefore, reducing the VLDO output
voltage limitation to a level closer to the battery voltage plateau level
(around 3.7V in this case), could improve the flexibility control on solar
panel voltage.

Both MPPT architectures allow decoupling the load and bat-
tery from the solar panel. This occurs because the solar panel voltage
depends both on the battery voltage as well as on the switching duty
cycle. Therefore, ideally, independently from the battery voltage, the
Vmpp may be achieved by controlling the duty cycle. Although the
MPPT IC architecture leads to a simpler PCB design, it does not al-
low modifications on any MPPT algorithm parameter. Therefore, it
may be not efficient as expected for some applications. On the other
hand, the MPPT boost regulator architecture allows modifications on
the algorithm parameters that may lead to operate the solar panels even
more efficiently. Modifications on the perturb and observe algorithms
may be adopted to improve the energy harvesting capability (KILLI;

SAMANTA, 2015) (AHMED; SALAM, 2015).
Finally, an interesting option would be to reduce power losses

on the MPPT boost regulator architecture (PIOVESAN et al., 2016).
This decision could lead to a more complex PCB design, which always
improve fails probability. However, the technological advancement in
high-efficiency dc-dc converters for low-power applications is evident,
including integrated solutions that may be useful in space applicati-
ons (HONG; WU; WEI, 2017).
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6 FINAL CONSIDERATIONS

This thesis has presented an overview on nanosatellite Electrical
Power Systems. The most adopted circuit architectures have been mo-
deled, implemented and tested. The hardware influences on the solar
panels operation have been addressed, looking for solutions to improve
nanosatellites energy harvesting capability.

A preliminary energy input model has been proposed, adopting
solar panels form factor and the nanosatellite position in orbit. The
proposed model has been improved considering the solar panel equiva-
lent circuit, as well as the EPS circuit architecture. Simulations have
been performed and validated with experiments performed at the la-
boratory. From the models, simulations and experimental results, one
may conclude that the EPS circuit topology strongly affects energy ma-
ximization and efficiency. Even tough the VLDO architecture do not
actively controls the solar panels voltage, it has been classified as the
most efficient topology.

Along the EPS architectures analysis, this work demonstrated
that the nanosatellite energy capability may be improved by schedu-
ling its tasks. The discussion on the EPS hardware architectures has
clarified which circuit may take advantage from the task execution in-
fluences on the solar panel control. An energy driven scheduling al-
gorithm has been proposed, improving 8% the directly coupled energy
capability for a single orbit experiment and almost 4.5% for a three
orbit experiment.

Finally, a qualification procedure has been proposed an executed
by testing CubeSat subsystems in a sounding rocket. The FloripaSat
engineering model has been successfully tested in the VSB-30 rocket
along the Rio Verde Mission, operated by the Alcântara Launching
Center, Maranhão, Brazil. Besides the subsystems, a multimission plat-
form used to test them has been space qualified. This embedded system
allows a variety of experiments to be tested on sub-orbital rockets.

Therefore, all the goals proposed for this thesis may be consi-
dered achieved. The articles published during the PhD research (list
presented at the end of this section) also confirms the innovative aspect
and the relevance of the results presented in this work. Important im-
provements on this research line were pointed out along the manuscript
and certainly will allow new technical and scientific challenges for the
research group, university and research partners.
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v. 45, p. 367-375, 2015.
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